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#### Abstract


Quantum simulation, which is generically the task to employ quantum computers to simulate quantum physical models, has been one of the most significant motivations of quantum computing. Quantum dynamics, unitary or nonunitary Markovian dynamics driven by local interactions, has been proved to be efficiently simulatable on quantum computers. Extending the underlying models from unitary to nonunitary evolution, and from continuous-time to discrete-time evolution is essential not only for quantum simulation of more general processes, e.g., dissipative processes with evident non-Markovian effects, but also for developing alternative quantum computing models and algorithms. In this thesis, we explore quantum simulation problems mainly from the following three themes.

First, we extend quantum simulation framework of Hamiltonian-driven evolution to quantum simulation of quantum channels, combined with the scheme of algorithmic simulation that accepts a promised simulation accuracy, hence algorithmic quantum channel simulation. Our simulation scheme contains a classical preprocessing part, i.e. a classical algorithm for quantum-circuit design, and a quantum part that is the execution of a quantum circuit for the quantum channel simulator.

Second, we employ simulation algorithms for arbitrary quantum channels beyond the dilation method. We explore channel decomposition in terms of convex combination of smaller channels, known as generalized extreme channels, which is known as a nontrivial open problem. To attack this problem, we develop an optimization algorithm for approximate decomposition into a convex sum of generalized extreme channels. We provide an ansatz that proves to be able to yield arbitrary generalized extreme channels and allows a precise quantum circuit description. Furthermore, our numerical simulation has demonstrated the validity of our optimization algorithm for low-dimensional quantum channels.

Third, by considering quantum simulation problems beyond the rough distinction be-
tween digital and analog simulations, and beyond the quantum-state generation problem, we define uniform, strong, and weak quantum simulations from the point view of operator topology. Besides strong simulation of quantum channels, we define a general weak quantum simulation problem, which simulates observable effects instead of the effects on state generation. Also we study the channel simulation problem in the quantum query model, and provide the query complexity by employing uniform quantum simulation method.
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## Chapter 1

## Introduction

Quantum simulation is an emerging field during the recent years. In the introduction part of this thesis, we provide necessary background and motivations for our study on quantum simulation of quantum channels and also open-system dynamics. We first explain why physicists are interested in building quantum computers in $\$ 1.1$, and then in $\$ 1.2$ we attempt to convince you the importance of algorithmic quantum channel simulation (AQCS), which is the main theme of this thesis. We gradually narrow down the topics to AQCS, as shown in Fig. 1.2. Finally, we present the summary of results and significance in $\$ 1.3$ and layout the structure of the thesis in $\$ 1.4$.

### 1.1 Quantum simulation of quantum physics

Solving quantum physical problems is one of the earliest motivations of quantum computing. We first explain in 1.1 .1 why quantum physicists want quantum computers, and then we focus on quantum simulation by pointing out the basic differences between quantum computation and quantum simulation in $\$ 1.1 .2$, and then the differences between digital and analog quantum simulations in 1.1 .3 . Afterwards, two different ways to propose quantum simulation problems, algorithmic and non-algorithmic, are explained in \$1.1.4, and furthermore, in \$1.1.5 we point out that there could be various kinds of more general quantum simulation tasks.

### 1.1.1 Solving quantum physical problems

It is widely accepted that Feynman launched the campaign of simulating quantum physics with quantum computers. In his seminal 1982 paper [1], Feynman heuristically discussed the
simulation of quantum dynamics using a particular well controlled quantum system, namely, a universal quantum simulator or so-called quantum computer. In the concluding remark, he said:

> And I'm not happy with all the analyses that go with just the classical theory, because nature isn't classical, dammit, and if you want to make a simulation of nature, you'd better make it quantum mechanical, and by golly it's a wonderful problem, because it doesn't look so easy.

Following Feynman's great physics intuition, nowadays quantum computation has become a significant research field in modern physics and science, and quantum simulation is recognized as one of its most important motivations and applications [2].

Physicists encounter lots of difficulties when studying quantum dynamics. Problems such as finding the ground state, correlation functions, spectrum, and partition function are of central interest in condensed matter physics, particle physics, as well as quantum chemistry, while these problems are extremely difficult. Some examples would help to get a sense how hard they are. Finding the ground state, which is cleverly represented as a matrix product state [3], for gapped one-dimensional Hamiltonian is NP-complete [4. Here, NP stands for 'nondeterministic polynomial time', which, roughly, can be understood as the set of problems that cannot be solved on classical computers in efficient time (while an answer can be efficiently verified once the answer is provided). The two and higher dimensional many-body systems are even harder to deal with [5]. In practice, many algorithms can be effective for particular cases while in general still inefficient. The density-matrix renormalization group algorithm [6] can effectively converge to approximate ground state of one-dimensional Hamiltonians and small two-dimensional Hamiltonians, while it can get trapped for some instances [7]. Many other numerical methods are also available, such as the quantum Monte Carlo, which relies on a sampling method, yet there is a notorious "sign
problem" for fermions [8].
Although there are promising advances for solving quantum physical problems on classical computers, as briefly mentioned above, it is believed that not all quantum physical problems can be efficiently solved on classical computers. In other words, a quantum computer can surpass a classical computer. In computer science terminology, the class of decision problems efficiently solvable by a quantum computer, known as BQP (bounded error quantum polynomial time), is no smaller than the class of decision problems efficiently solvable by a classical computer, known as P (polynomial time), and also the class BPP (bounded error probabilistic polynomial time). The general relation is

$$
\mathrm{P} \subseteq \mathrm{BPP} \subseteq \mathrm{BQP},
$$

although there is no proof for both the strict inclusion relations [2]. For solving quantum physical problems, unfortunately, it turns out some important problems cannot be efficiently solved by quantum computers. The Local Hamiltonian problem, which, roughly speaking, asks for the ground state of a given local Hamiltonian, is QMA-complete 9]. Here, QMA stands for quantum Merlin Arthur (MA), which is the quantum analog of the class NP or its probabilistic version MA [9]. QMA-hard problems are believed not to be efficiently solvable on quantum computers. However, the limitation on quantum computers does not deny Feynman's expectation. Instead, it proves that quantum computation, as an alternative of classical computation, is a rigorous subject and researchers should instead explore and focus on the quantum advantages over classical computation. For instance, Grover [10] discovered a quantum algorithm that demonstrates a quadratic speedup, although not efficient, for searching problems compared to classical algorithms.

It turns out, compared with studying static properties such as finding the ground state, simulating dynamics could be much easier on quantum computers. A heuristic understanding of the differences between simulation of dynamics and finding ground states is as follows. For a local Hamiltonian $\hat{H}$, the evolution $e^{-\beta \hat{H}}$ would drive the system to its ground state when $\beta$
goes to infinity (or exponential with system size), which is the basic method employed by simulated annealing [11]. As one can see, even the dynamics $e^{-\beta \hat{H}}$ can be efficiently simulated on a quantum computer for a given value of $\beta$, finding ground states basically requires $\beta$ to be infinity (or exponential with system size), which in turn requires infinite (or exponential) number of steps in the simulation.

The problem of simulating quantum dynamics, in the form $e^{-i t \hat{H}}$ with a local Hamiltonian operator $\hat{H}$, is systematically analyzed by Lloyd in 1996 [12]. Lloyd refined Feynman's study as the conjecture that quantum computers could provide efficient simulations not of arbitrary quantum systems but of systems that evolve according to local interactions. Lloyd confirmed that, the quantum simulation takes resources of quantum computer time and memory space directly proportional to the time and space taken up by the system to be simulated. Also the problem of simulating quantum dynamics specified by local Hamiltonian is in BQP and probably outside P. This can be understood as follows. In terms of matrix, the simulation of dynamics is to multiply a sequence of matrices. Matrix multiplication can be naturally executed on quantum computers since composition of quantum gates is a matrix multiplication operation. While on classical computers matrix multiplication is carried out by addition and multiplication for the matrix elements, which is ploynomial of the size of the matrix [13], i.e. the Hilbert space dimension, thus exponential of the number of quantum particles.

The quantum simulation of local Hamiltonian dynamics has been extended to sparse Hamiltonian without a tensor-product structure [14, 15], and non-sparse Hamiltonian yet with some other well-defined properties [16]. In general, if a Hamiltonian is specified by an efficient number of parameters, then the dynamics can be efficiently simulated on a quantum computer. At the same time, if a unitary operator $U ⿴$ is provided without a Hamiltonian, then the quantum circuit for simulating $U$ is efficient if $U$ contains an efficient number of

[^0]parameters [2], while in general the simulation of $U$ is inefficient [17, 2].

### 1.1.2 Quantum computation vs. quantum simulation

At this stage, let us explain the notion of simulation in a general sense before our further study on the quantum case. Simulation has quite a long history in computer science, such as in the field of computer simulation [18, 19, 20], since it is a very useful methodology for many studies, e.g., when the simulated objects are not accessible [20]. In general terms, simulation is a task to use a system to reproduce the properties of another system, e.g., the dynamics over time [20]. Put differently, simulation is a correspondence between the simulator and the simulated system, and there exists a 'mapping', which may not be exact, between the two systems. If the system being used for the simulation is a computer, or a network of computers, the simulation is known as computer simulation. Note that the task of simulation varies in practice, e.g., ranging from being a scientific method of inquiry involving experiments with a model rather than with the portion of reality that the model represents, to a methodology for extracting information from a model by observing the behavior of the model as it is executed [20]. Various simulations based on different methods have been developed for different purposes, such as the process simulation [21], categorical simulation [22], stochastic simulation [23], and deterministic simulation [24].

The field of quantum simulation [25, 26] has been developed rather independently of the simulation in computer science and other fields, and it has been seldom investigated whether those different kinds of simulations mentioned above, such as the process simulation, can be properly generalized to quantum simulation. The comparison between the quantum and classical cases would be interesting, which, yet, is beyond the scope of this thesis. However, the basic notion of simulation carries over straightforwardly to the quantum case. The task of quantum simulation is to use quantum computers, universal or not, to reproduce the properties of other systems, and in particular, we are interested in the quantum simulation of models of quantum systems, which is also the basic motivation of Feynman [1]. As in
the classical case, there could be various kinds of quantum simulations depending on different simulation methods and purposes. Quantum computer can be viewed as a universal quantum simulator, as hinted by Feynman [1] and also Lloyd [12], which can in principle execute any quantum simulation algorithms. While quantum simulator only accepts particular objects to be simulated, or in other words, quantum simulator is a nonuniversal quantum computer. From the perspective of algorithm, quantum simulation algorithm is a special type of quantum algorithms that can be executed on quantum computers.

We find that it is helpful to recall the basic criteria for quantum computation, known as DiVincenzo criteria [27], which mainly contain five criteria. (1) Stability. Physical qubit needs to be stable for logical qubit. (2) Coherence. The dynamics needs to be coherent and can be coherently controlled. (3) Initialization. The input needs to be prepared with high fidelity. (4) Universality. There needs to be a universal set of gates. (5) Measurement. The output needs to be read out with high fidelity. In addition, if qubits are encoded with different physical carriers, such as electrons and photons, the ability of reliable transition between flying qubits (i.e. photons) and other qubits is also required. These criteria are also improved by including the requirement on quantum memory [28].

By comparison, the study of the ability of quantum simulators are also under way and criteria for building them have been proposed [25, 29, 30, 26]. In particular, here we review the five criteria of Ref. [29]. (1) Quantum system. There need to be stable systems and coherent dynamics. (2) Initialization. The state of a quantum system needs to be well initialized. (3) Hamiltonian engineering. This means the dynamics needs to be coherent and can be coherently controlled. (4) Detection. The simulation result can be obtained by measurement. (5) Verification. This means the output is trustable. We can notice that there is no criterion on universality, which is stronger than verification, and the absence of universality indicates that fault-tolerant protection of quantum gates may not be necessary. The task of building quantum simulators is also viewed as a short-term goal [29], since a
general-purpose quantum computer requires many components such as quantum memory.

### 1.1.3 Digital vs. analog quantum simulations

Now we can focus on quantum simulators, and we first discuss the basic classification of quantum simulations, which has already been touched upon by Feynman and also Lloyd. Feynman [1] observed that many-body systems in condensed matter physics can imitate quantum field systems. For instance, the spin wave in a spin lattice can imitate bosons in the field theory. Feynman did not intend to make a distinction between simulation and imitation, also digital and analog simulation, though. Lloyd [12] discussed analog simulation, particularly, when considering dissipation effects he stated that the effect of the environment on a system can be mimicked by the effect of the computer's environment on the computer.

For a better understanding of the difference between digital and analog simulations, first we recall the two notions in the classical case. There are both analog and digital classical simulators. For instance, an electrical simulator that uses electrical circuits can be employed to model the dynamics of a mechanical system based on the similarity between linear mechanical components such as springs and electrical components such as capacitors, inductors, and resistors [31]. As an analog simulator contains continuous parameters in $\mathbb{R}$ instead of just $\mathbb{Z}_{2}$, there would be analog noise on these continuous parameters, and the simulation cannot be reliably repeated with exact equivalence. In contrast, digital simulator encodes quantities as strings of bits and performs gate-array computation. Instead of analog noise, there are discrete noises on the digital bits and gates.

In the quantum case, we would like to point out that the notions of analog and digital for quantum simulators are similar, while not exactly the same with those for classical simulators. For quantum simulation, a digital quantum simulator usually employs simulation based on qubits and a sequence of discrete-time elementary quantum gates, while a simulation with a sequence of gates generated by Hamiltonians is also treated to be digital [32]. Analog quantum simulation is to use a quantum simulator to mimic the dynamics of another well-
defined dynamics, without encoding all the information of the problem as strings of qubits. For instance, a superconducting circuit can be modeled as a quantum harmonic oscillator. As a result, a superconductor quantum simulator can be employed to simulate the dynamics of quantum harmonic oscillators [33]. Atomic simulators that use atoms in optical lattice or trapped ions can be employed to simulate many-body dynamics including the quantum Ising chain, the Heisenberg model, and the Hubbard model [34, 35, 36, 37].

However, the reliability of analog quantum simulators is limited [30]. Also analog quantum simulators do not allow general error correction for quantum computing, which is in principle designed for digital information processing. Therefore, we focus on digital quantum simulation. However, analog quantum simulation is still a valuable task for quantum computing especially for experimentalists to build near-term nonuniversal quantum computers.

### 1.1.4 Algorithmic vs. non-algorithmic quantum simulations

Now we can focus on digital quantum simulation, which basically is a task to construct quantum simulation algorithms to be executed on quantum computers. For digital quantum simulation, there could also be different simulation tasks. Here we clarify as algorithmic and non-algorithmic quantum simulations.

Non-algorithmic quantum simulation does not require the representation of a simulated system as input of a classical algorithm for the design of a quantum circuit. Instead, it often aims to design a quantum circuit to construct some quantum dynamics. An example would be helpful here. For instance, one wants to simulate the amplitude-damping channel nonalgorithmically. As the mathematical formula for amplitude-damping channel is known [2], we then design and implement a quantum circuit for this channel with some chosen parameters. By tuning the parameters, one can sample different amplitude-damping channels. The exact process realized by the simulator circuit can be obtained by process tomography. For non-algorithmic simulation, there is actually no promised simulated object. Instead, the simulator "simulates itself" and the simulated process can only be known after the execution
of the simulation.
Algorithmic quantum simulation is to simulate a system with the representation of the simulated system as the input of a classical circuit-design algorithm. The simulation accuracy can be obtained and well controlled. Algorithmic quantum simulation contain three stages. First, a classical preprocessing stage, which is a classical algorithm for the design of quantum circuit. Second, a quantum stage, which is to perform the quantum circuit. Third, a postprocessing stage, which can be quantum or classical depending on different problems; e.g., it can be measurement, state (or process) tomography, or an algorithm to analyze the output of the circuit or measurement. Compared with the non-algorithmic case, we can see that the simulated system is given as input before the execution of the simulation, instead of as output of the simulation.

In light of solving or simulating quantum physics, algorithmic quantum simulation is promising, at least for the following two reasons. First, a quantum simulator could provide some computational ability by taking a simulated object and the simulation accuracy as input, and it may yield output that contains some unknown information before the simulation. Second, due to its potential computational ability, quantum simulators can solve some problems faster than classical computers, such as local Hamiltonian evolution simulation [12].

In order to emphasize the essence of algorithmic quantum simulation, next we make a connection of algorithmic quantum simulation with the problem of local Hamiltonian evolution simulation, which was the primary problem considered by Feynman [1] and Lloyd [12]. The basic technique employed by Lloyd is the Trotter formula [38], which can be improved with Suzuki's higher-order expansion formula [39.

Consider this problem: construct an efficient classical algorithm which designs efficient quantum circuit to approximate a given $k$-local Hamiltonian evolution $e^{-i t \hat{H}}$ on an $n$-qudit system within accuracy $\epsilon$. The Hamiltonian $\hat{H}$ is specified by a set of local terms $\left\{\hat{H}_{i}\right\}$ as $\hat{H}=\sum_{i=1}^{m} \hat{H}_{i}$, each $\hat{H}_{i}$ acting on at most $k \in O(\log n)$ qudits, and $m \in O\left(n^{k}\right)$. The
classical algorithm takes the description of $\hat{H}, t, n, d, k$, and $\epsilon$ as input, and then use the Trotter-Suzuki formula to decompose $U:=e^{-i t \hat{H}}$ as a product sequence $U_{r}:=\prod_{i} e^{-i t_{i} \hat{H}_{i}}$ such that the distance between $U$ and $U_{r}$, quantified by the spectral norm or trace distance, is bounded by $\epsilon[15,40]$. Each exponent $e^{-i t_{i} \hat{H}_{i}}$ can be further decomposed into product sequence of single-qubit rotations and controlled-NOT (CNOT) gates based on matrix decomposition techniques [2]. Finally single-qubit rotations can be further decomposed into product sequences of gates from a universal set, such as the set $\{\mathrm{T}, \mathrm{H}\}$ of the Hadamard gate H and $\mathrm{T}:=Z^{1 / 4}$ gate, according to the Solovay-Kitaev theorem and algorithm [41, 9, 2]. Then the quantum circuit that is composed by gates from the set $\{\mathrm{CNOT}, \mathrm{T}, \mathrm{H}\}$ is executed so that the output states are good enough to approximate the true final states.

Efficient simulation here means that the simulation uses resources such as space and time that do not scale exponentially with the problem size. The efficiency of the classical algorithm means that the procedure using the Trotter-Suzuki formula is efficient, and the efficiency of the quantum circuit means that the size of the circuit, e.g. number of gates, scales polynomially with respect to any of the input. However, the scaling with respect to $\log \frac{1}{\epsilon}$ is exponential, i.e. polynomial with $\frac{1}{\epsilon}$, which is a main drawback of the algorithm based on the Trotter-Suzuki formula. An exponential improvement has been achieved recently using the Taylor expansion [42].

### 1.1.5 Classification of quantum simulations

Actually, to classify quantum simulation as digital and analog types is too rough, since some protocols cannot easily fit into this framework, such as simulations protocols based on other universal quantum computing models [43]. The simulation for fermionic systems based on Jordan-Wigner transformation [44, 45], which builds a duality equivalence relation between qubits systems and fermionic systems, is analog due to such a duality, while can also be digital if a digital method is employed to perform the qubit-based quantum circuits. The simulation for observable effects can be analog if some duality relations are employed. For


Figure 1.1: The three stages in standard quantum computation: preparation, evolution, and measurement.
instance, an open-system quantum simulator can be used to calculate observable effects for a dual many-body system based on matrix-product state framework [46], while the opensystem quantum simulator can also be designed to be a digital simulator.

In this thesis, we do not intend to provide a systematic classification of various quantum simulations, which is not an easy task. However, we find that indeed there could be a type of classification regarding different simulation objects corresponding to different quantum computing processes, explained below.

Quantum computing process in general includes three stages: preparation, evolution, and measurement, depicted in Fig. 1.1. As a result, quantum simulation problems can be considered by involving different stages of a quantum computing process. For instance, the implementation of measurement, described by positive operator-valued measure (POVM) [2], can be formalized as a quantum simulation problem, and methods have been proposed such as the one using a convex sum of projectors [47]. Also quantum state generations, corresponding to the preparation stage or treated as the output of the computation after measurement, can also be considered as quantum simulation problems [48, 49, 50, 51]. It is clear that the local Hamiltonian evolution simulation problem [15, 12] corresponds to the second stage of a quantum computing process.

We find that different quantum simulations can be defined by considering the simulations involving different stages of a quantum computing process. It turns out, mathematically, this corresponds to defining quantum simulation based on different operator topologies on
a Hilbert space [52]. There exist three types of commonly used operator topologies: the uniform (or norm), strong, and weak operator topologies. Accordingly, we construct three different kinds of quantum simulations, namely, uniform, strong, and weak quantum simulations.

Generally, given an operator $\hat{T}$, the uniform simulation of it is to approximate the operator $\hat{T}$ itself, and the strong simulation is to approximate the effects of $\hat{T}$ on something else, while the weak simulation is to approximate the observable effects of $\hat{T}$. For instance, given a unitary operator $U$, the uniform simulation is to approximately generate or prepare $U$, and the strong simulation is to approximate the effects of $U$ on quantum states, while the weak simulation is to approximate the measurement effects on the final states generated by $U$. It is quite straightforward to see that there exists an "order" on the simulation abilities of them: the uniform simulation is stronger than the strong simulation, which is in turn stronger than the weak simulation. For instance, once the evolution $U$ can be accurately simulated, we can safely infer that the observable effects on final states can also be simulated, although no direct simulation of observable effects are performed.

Considering different simulations can provide us more alternatives for constructing quantum simulation schemes. For instance, the weak quantum simulation is more suitable in the setting of physics, since usually one mainly cares about observable effects of a certain underlying quantum process. As a result, one can simulate observable effects without the simulation of the dynamics directly. In this sense, the simulation methods discussed above based on duality, including the one by Jordan-Wigner transformation [44, 45] and the one by matrix-product state [46], are weak simulation since the simulator would only yield approximate observable effects, rather than simulating the desired process itself.

The uniform simulation has a close connection with tomography. Quantum tomography [2], such as state tomography and process tomography, aims to determine the formula of the state or process. The uniform simulation considers the approximation of one object
(state, process, or observable) itself, instead of simulating its effects on something else. As uniform simulation is the strongest one, it may help to study the ability and limitation of quantum computers or simulators, as will be studied in Chapter 6 .

### 1.2 Algorithmic quantum simulation of quantum channels

We now turn to explain algorithmic quantum simulation of quantum channels. Firstly, we explain how quantum channel characterizes quantum processes in $\oint 1.2 .1$, and then we motivate nonunitary quantum simulation in $\$ 1.2 .2$. For our problem, in $\$ 1.2 .3$ we highlight the main challenges we have encountered, and finally we address some promising applications of quantum channel simulators in $\$ 1.2 .4$.

### 1.2.1 Quantum processes characterized by quantum channels

In this thesis, we consider finite-dimensional quantum system and the quantum simulation of the most general dynamics of quantum system. A finite-dimensional pure quantum state is usually denoted as $|\psi\rangle \in \mathscr{H}$ for a Hilbert space $\mathscr{H}$. Given a Hamiltonian $\hat{H}$, assumed to be time independent, the Schrödinger equation for the evolution is

$$
\begin{equation*}
i|\dot{\psi}\rangle=\hat{H}|\psi\rangle . \tag{1.1}
\end{equation*}
$$

Define the unitary evolution operator $U=e^{-i t \hat{H}}$, and then $\left|\psi_{t}\right\rangle=U\left|\psi_{0}\right\rangle$ with initial state $\left|\psi_{0}\right\rangle$ at time $t=0$ and final state $\left|\psi_{t}\right\rangle$ at time $t$. Note there is the 'hat' symbol on the Hamiltonian, which is a generator, while no hat on evolution operator. We also follow this convention across this thesis, that we do not put hat on evolution operator and also quantum state. Also we let Planck constant $\hbar \equiv 1$.

A more general quantum state is represented by density operator $\rho$, which is a positive semidefinite trace class operator acting on $\mathscr{H}$. That is, $\rho \geq 0$, and $\operatorname{tr} \rho=1$. Denote the set of density operators as $\mathscr{D}(\mathscr{H})$, sometimes $\mathscr{D}$ for simplicity, which is a proper subset of the
set of all bounded linear operators acting on $\mathscr{H}$, denoted as $\mathscr{L}(\mathscr{H})$. The quantum evolution is specified by the Liouville-von Neumann equation

$$
\begin{equation*}
i \dot{\rho}=[\hat{H}, \rho], \tag{1.2}
\end{equation*}
$$

where the brackets denote a commutator and $[\hat{H}, \rho]=\hat{H} \rho-\rho \hat{H}$. Analog to the pure state case, let the so called Liouvillian superoperator be defined as $\mathcal{L} \bullet:=-i[\hat{H}, \bullet]$, which can also be generalized to nonunitary case, then the Liouville-von Neumann equation becomes

$$
\begin{equation*}
\dot{\rho}=\mathcal{L} \rho . \tag{1.3}
\end{equation*}
$$

The solution can be obtained as $\rho_{t}=e^{t \mathcal{L}} \rho_{0}=U \rho_{0} U^{\dagger}$ for $U=e^{-i t \hat{H}}$ and initial state $\rho_{0}$ at time $t=0$ and final state $\rho_{t}$ at time $t$.

The merit of the Liouvillian superoperator form is that it is straightforward to generalize to the nonunitary case. From the conditions of completely positive, trace preserving mappings, and one-parameter semigroup, Lindblad [53], and also Gorini, Kossakowski, Sudarshan (GKS) [54], derived the most general type of Markovian and time-homogeneous quantum master equation as

$$
\begin{equation*}
\dot{\rho}=\mathcal{L} \rho=-i[\hat{H}, \rho]+\sum_{i, j=1}^{d^{2}-1} G_{i j}\left(F_{i} \rho F_{j}^{\dagger}-\frac{1}{2}\left\{F_{j}^{\dagger} F_{i}, \rho\right\}\right) \tag{1.4}
\end{equation*}
$$

for $d:=\operatorname{dim} \mathscr{H},\left\{F_{i}\right\}$ as an operator basis for $\mathscr{L}(\mathscr{H})$, and $G_{i j}$ form a positive semidefinite matrix $G$, known as the GKS matrix. Furthermore, $G$ can be diagonalized as $V G V^{\dagger}=$ $\operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{d^{2}-1}\right)$ for a basis transformation $V$. Then we arrive at the diagonal form of quantum master equation

$$
\begin{equation*}
\dot{\rho}=\mathcal{L} \rho=-i[\hat{H}, \rho]+\sum_{k=1}^{d^{2}-1} \gamma_{k}\left(L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho\right\}\right), \tag{1.5}
\end{equation*}
$$

with Lindblad operators $L_{k}$ and $F_{i}=\sum_{k=1}^{d^{2}-1} V_{k i} L_{k}$. The solution can still be expressed as $\rho_{t}=e^{t \mathcal{L}} \rho_{0}$, while more algebra are required to actually compute this expression.

There are also quantum processes that do not contain the time variable $t$ explicitly. As in the classical case, there are bother discrete-time and continuous-time Markovian processes in
probability theory. Discrete-time processes, called discrete processes for short, are common in quantum computation. A quantum circuit comprises a sequence of quantum gates, and the execution of gates represents time evolution. Usually, it is assumed that there is no time evolution between any two sequential gates, and each gate occupies a certain time interval. Also quantum measurement described by POVM is usually treated as a discrete process. In general, a discrete quantum process is characterized by a completely positive, trace preserving (CPTP) mapping, known as quantum channel $\mathcal{E}$

$$
\begin{equation*}
\mathcal{E}(\rho)=\sum_{i=0}^{r-1} K_{i} \rho K_{i}^{\dagger} \tag{1.6}
\end{equation*}
$$

for all qudit states $\rho \in \mathscr{D}(\mathscr{H})$ with a set of Kraus operators [55] $K_{i}$ such that

$$
\begin{equation*}
\sum_{i=0}^{r-1} K_{i}^{\dagger} K_{i}=\mathbb{1} \tag{1.7}
\end{equation*}
$$

When the set $\left\{K_{i}\right\}$ is linearly independent, the form (1.6) is canonical 56] and $r \leq d^{2}$ is called the Kraus rank of the channel $\mathcal{E}$.

It is widely accepted that so far quantum channel provides the most general characterization of (nonrelativistic) quantum processes, which could be unitary or not. Quantum channels include the unitary evolution, Markovian dynamics and also quantum measurement as special cases. A channel is unitary when there is only one Kraus operator that is unitary. The Markovian dynamics specified by the quantum master equation (1.4) can be derived from the formula (1.6) with the one-parameter semigroup property [57]. For any POVM $\left\{M_{i}\right\}$ with $\sum_{i} M_{i}=\mathbb{1}$ and $M_{i} \geq 0$, a set of Kraus operators $K_{i}$ can be found, although not unique, such that $M_{i}=K_{i}^{\dagger} K_{i}$. Then the POVM can be performed by the realization of a channel defined by the set $\left\{K_{i}\right\}$.

It turns out a nonunitary quantum channel can be converted into a unitary evolution acting on an extended space, following from Stinespring's seminal result [58]. Given a system s, a quantum channel $\mathcal{E}$ acting on it can be realized by the interaction, specified by a unitary
evolution $U$, with one ancillary system A prepared in state $\sigma$ such that

$$
\begin{equation*}
\mathcal{E}: \mathscr{D}(\mathscr{H}) \rightarrow \mathscr{D}(\mathscr{H}): \rho \mapsto \mathcal{E}(\rho)=\operatorname{tr}_{\mathrm{A}} U(\rho \otimes \sigma) U^{\dagger} \tag{1.8}
\end{equation*}
$$

Usually, the ancilla state $\sigma$ is chosen as the ground state $|0\rangle\langle 0|$, and then the Kraus operators take the form $K_{i}=\langle i| U|0\rangle$. The dimension of the ancilla is maximally $d^{2}$, which is the upper bound on the rank of $\mathcal{E}$.

Nonunitary processes characterized by CPTP mappings play important roles in quantum physics. For instance, the spontaneous emission of an atom is a dissipative nonunitary process, and can be described by the quantum master equation [59]. In quantum thermodynamics [60], usually we consider a quantum system weakly interacting with a large heat bath, and the quantum thermal processes are nonunitary and can be described by quantum channels. In many-body physics, dissipation can also play a crucial role such as in quantum phase transitions [61].

In addition, situations for infinite-dimensional quantum systems, such as a quantum harmonic oscillator, are not considered in this thesis, while those dynamics can be converted to finite-dimensional versions by the truncation of Hilbert space. For instance, the Schrödinger evolution for a harmonic oscillator

$$
\begin{equation*}
i \dot{\psi}(x)=\hat{H}(x) \psi(x) \tag{1.9}
\end{equation*}
$$

with Hamiltonian $\hat{H}(x)=-\frac{1}{2 m} \frac{d^{2}}{d x^{2}}+\frac{1}{2} m \omega^{2} x^{2}$ and wave function $\psi(x) \in L^{2}(\mathbb{R})$ can be discretized with alternative methods [62, 63, 64], whereas the Hilbert space $L^{2}(\mathbb{R})$ is replaced by an $n$-qubit Hilbert space for some integer $n$, and $\psi(x)$ and $\hat{H}(x)$ are approximately encoded by an $n$-qubit state and Hamiltonian, respectively. This discretization and truncation procedure is also an ingredient for the quantum simulation of dynamics characterized by quantum field theory [65].

### 1.2.2 From unitary to nonunitary quantum simulation

The Hamiltonian evolution simulation has been the main focus for quantum simulation problems, since a quantum physical system is usually represented by a Hamiltonian. When dissipations are present in practice, the resulting nonunitary processes are often described by the quantum master equation (1.4). The Hamiltonian evolution simulation algorithm based on the Trotter-Suzuki decomposition [15, 40] has been generalized to the Markovian dynamics simulation using a superoperator version of the Trotter-Suzuki decomposition [66] or breaking the dynamics into the Hamiltonian evolution part and the Lindblad jump operators [37]. Although quantum master equation (1.4) is important, it cannot describe non-Markovian processes, wherein memory effects are particularly important [57, 67, 68].

In light of quantum channel simulation, we do not necessarily need to confine to the Hamiltonian evolution simulation. Indeed, quantum computation and also general quantum physics is more suitable to be formalized in an operational framework [69, 55]. A classical system or statistical system is usually characterized by its Hamiltonian. The dynamics of a classical particle in phase space is completely determined by the Hamiltonian. Also the properties of a thermodynamical system can be obtained once the Hamiltonian is known; e.g., the partition function is $Z=\operatorname{tr} e^{-\beta H}$ with $\beta$ as the reciprocal of the thermodynamic temperature, and all other quantities can be obtained. However, it is drastically different for the quantum case, in which it is the quantum state that provides the complete description. A Hamiltonian can represent the energy, and also the evolution only for the unitary case. Instead, the formalism with density operator and quantum channel, which can be obtained by tomography [2], provides the complete description of quantum system and its dynamics, without any mention of Hamiltonian of the system.

Due to the importance of quantum channels in quantum physics, it is necessary to develop quantum simulation algorithms for quantum channels, and quantum channel simulation would be an important part in quantum simulation and quantum computation. Indeed,


Figure 1.2: The diagram to show the "binary-tree" for determining the topics of this thesis. AQCS represents algorithmic quantum channel simulation.
quantum computation based on channels and mixed states has been formalized [70], which is shown to be equivalent in computational ability to standard unitary quantum circuits. Furthermore, a model called dissipative quantum computing [71 is proposed, which showed that a quantum Markovian dynamics can be designed to simulate a given arbitrary unitary quantum circuit with a ploynomial overhead. Also in the framework of quantum circuit model, quantum channel simulation is more natural than Hamiltonian evolution simulation, since a quantum channel is a discrete process, while a Hamiltonian evolution contains time.

Those discussions above serve as a reasoning for why and how we choose the subject of this thesis, which is the algorithmic quantum simulation of quantum channels, or shortly, algorithmic quantum channel simulation (AQCS), and this logic flow is shown in Fig. 1.2 .

### 1.2.3 Challenges and our basic methods

For our main problem of algorithmic quantum channel simulation, we are interested in developing a classical algorithm that designs quantum circuit for the channel simulator. This framework is depicted in Fig. 1.3. The input to the classical algorithm $\mathcal{A}$ include the dimension of the system $d$, the description of a channel $\mathcal{E}$, and the simulation error tolerance $\epsilon$. The output of the classical algorithm is the description of the quantum circuit that specifies the simulator $\tilde{\mathcal{E}}$. For this general purpose, there are several challenging problems and we describe them as well as our strategies as follows.


Figure 1.3: The quantum channel simulation problem. The classical algorithm $\mathcal{A}$ (blue color) takes the dimension $d$, error tolerance $\epsilon$, and the description of a channel $\mathcal{E}$ as input, and yields a quantum circuit to realize $\tilde{\mathcal{E}}$ (green color) as an approximation of $\mathcal{E}$. The quantum circuit takes arbitrary input state $\rho$ and then yields $\tilde{\mathcal{E}}(\rho)$ as output. The arrows represent input and output.

The classical algorithm should be efficient with respect to the problem size, e.g., the inverse error tolerance $1 / \epsilon$ and the dimension $d$. The quantum circuit for the simulator accepts arbitrary system state $\rho$ and outputs the final state $\tilde{\mathcal{E}}(\rho)$, which is within the error tolerance $\epsilon$ to the ideal final state $\mathcal{E}(\rho)$. The quantum circuit should also be efficient with respect to the problem size. Furthermore, usually there are tighter restrictions on the simulation efficiency. The scaling with respect to $\epsilon$ should be a polynomial of $\log (1 / \epsilon)$ instead of just a polynomial of $1 / \epsilon$. There is an exponential difference between these two cases. The reason is that, if let $\epsilon=c 10^{-a}$, a polynomial of $\log (1 / \epsilon)$ becomes a polynomial of $a$, which basically represents the exponent of $\epsilon$, while a polynomial of $1 / \epsilon$ is exponential with $a$. At the same time, the scaling with respect to $d$ should be a polynomial of $\log d$ instead of just a polynomial of $d$, since $\log d$ corresponds to the number of subsystems, which is commonly treated as the physical size in practice. We find that for the simulation of a general quantum channel, it is possible to have a quantum circuit efficient with respect to $\log (1 / \epsilon)$, while it is only possible to be efficient with respect to $d$ instead of $\log d$.

We are also interested in the quantum channel simulation using as few resources as possible. For the simulation of a general unitary channel, the quantum circuit cost, which is the number of CNOT and qubit gates, scales as $O\left(d^{2}\right)$ [17]. We ask the question of whether it is possible to achieve this scaling for circuit cost pertaining to the quantum channel simulation.

Standard dilation method [2, [58] would lead to a unitary operator acting on a larger Hilbert space, thus rendering the cost $O\left(d^{2}\right)$ not achievable. There are also other methods, which are discussed in Chapter 3, while they all have some drawbacks and bottlenecks. We find that the method of channel decomposition in terms of convex sum of (generalized) extreme channels is appealing and promising, which simulates a channel by classical mixing of several smaller channels.

One major problem is to develop channel decomposition based on extreme channel theory. The set of quantum channels is convex, while there are uncountably infinite number of extreme points. Convex set property ensures that there always exists a convex sum decomposition in terms of extreme channels for a given channel, yet we actually do not know how many extreme channels are needed in general. It is conjectured that, in terms of generalized extreme channels, a qudit quantum channel can be written as a convex sum of up to $d$ generalized extreme channels [72]. The conjecture is true for the qubit case [73], while it is still an open problem for the general cases. For the quantum channel simulation purpose, we develop a classical optimization algorithm and rely on the conjecture to design quantum channel simulators. We have performed numerical simulation for low dimensional cases, including qubit, qutrit, and two-qubit, and the simulation confirms our method and also provides support for the channel decomposition conjecture.

Our knowledge of extreme channels are quite limited, for instance, there is no concise characterization of them suitable for quantum simulation purpose. Our primary strategy is that we construct a Kraus operator-sum representation as well as a quantum circuit representation for arbitrary extreme channels. Our construction may not be the unique construction, while it does not matter whether it is unique or not since in general the decomposition of a unitary matrix is not unique [74]. The quantum circuit representation for extreme channels are used in the classical optimization algorithm for the design of the simulator.

### 1.2.4 Applications of quantum channel simulators

We now turn to the final aspect, which is also the eventual concern of our study, the application of quantum simulators, and particularly, quantum channel simulators.

Quantum simulators are useful for both quantitative and qualitative studies. A wellcontrolled simulator whose simulation accuracy can be assessed can be used for quantitative studies for particular kind of processes, such as single-qubit channels. A simulator of arbitrary single-qubit channels can be used as a quantum noise generator, which can be further employed for the test of robustness and other properties of various protocols [75, [76]. The Hamiltonian evolution simulators can be used to generate quantum states, simulate Markovian dynamics [37], and also for mathematical problems such as solving linear equations [77].

Analog quantum simulators whose simulation accuracy cannot be well controlled can be used for qualitative studies [78, 79, 29, 30]. For instance, by engineering a system such as trapped ions to behave similarly to a target system such as the Hubbard model or quantum field theories [34, 80, 81, 82, 83], one can obtain some heuristic understandings of the unknown properties of those models.

It is not easy to imagine the possible applications of quantum channel simulators in the future, since for now our understandings of quantum channels and simulators are still not good enough. But, some applications are straightforwardly forseeable. Quantum channel simulators could have broader applications than Hamiltonian evolution simulators. Examples that are within the ability of channel simulators while probably outside the range of Hamiltonian evolution simulators are discussed below.

First, quantum channel simulators can serve as specific quantum state generators. For instance, in dissipative quantum computing [71] it is shown that a dissipative quantum computer can be used to efficiently generate the ground states for some local Hamiltonian. Also quantum channel simulators can prepare quantum states represented by matrix-product states. It is shown that 84 any matrix-product state can be treated as the output of a
quantum circuit acting on the system and an ancilla, which contains a sequence of two-body unitary operators, and each of them is actually the dilation of a quantum channel acting on the ancilla. Second, quantum channel simulators can serve as quantum noise generator to test properties of quantum protocols, such as the robustness against decoherence [75, 76]. Third, quantum channel simulators can be employed for the study of dissipative quantum dynamics, such as non-Markovian effects, quantum thermodynamics and dissipative quantum phase transition.

### 1.3 Summary of results and significance

In this thesis, for the purpose of algorithmic quantum channel simulation, we have obtained the following results.

First, we have developed a single-qubit quantum channel simulator. Particularly, we designed a classical algorithm that takes an arbitrary qubit channel to be simulated and the simulation accuracy as input, and employs a channel decomposition in terms of convex sum of two (generalized) extreme qubit channels, and then delivers the quantum circuit for the simulator. Our simulator is deterministic in that it does not require post-selection, and universal in that it can be used to simulate arbitrary qubit channels instead of particular types. Our simulator is also, as far as we know, the most economic one, if not optimal, that it only consumes one CNOT gate, one ancillary qubit, and several qubit rotations, together with one classical bit and classical feedback. This result is discussed in Chapter 4.

Second, we have developed a general algorithm for the algorithmic simulation of arbitrary qudit channels. This result is a generalization of the qubit channel simulation. In order to employ the convex sum decomposition of qudit channels, we have developed the Kraus operator-sum, quantum circuit, and also Choi state representations of arbitrary generalized extreme channels. Our classical algorithm for the channel decomposition is formalized as an optimization problem, which, however, should scale at least quadratically with the dimension
$d$. The quantum circuit for realizing an extreme channel contains in general $O\left(d^{2}\right)$ primary quantum gates. Similar with the qubit case, our qudit channel simulator also consumes classical bits and requires classical feedback to save the cost of quantum resources. These results are discussed in Chapter 3 and also Chapter 5 .

Third, regarding the concepts of quantum simulations, we have proposed three different notions, namely, uniform, strong, and weak quantum simulations according to operator topologies on a Hilbert space. Particularly, we have proposed a general weak quantum simulation problem and then an algorithm for it. Also we have proposed the quantum channel simulation problem in the uniform quantum simulation framework, and algorithms to solve this problem. These results are discussed in Chapter 6.

Our results have the following significance. First, we have developed the general framework for algorithmic quantum channel simulation, which is a different simulation framework from the Hamiltonian evolution simulation, and could have broader applications than the latter. Also the simulation method is algorithmic (accept accuracy as input), universal (accept arbitrary channel as input), deterministic (no post-selection), and economic (reducing simulation cost as better as one can).

Second, we have developed the quantum channel decomposition method in terms of convex sum of generalized extreme channels. It is conjectured that [72] a qudit channel can be decomposed into a convex sum of up to $d$ generalized extreme channels, while an analytical form for the channel decomposition is unknown, and whether the conjecture is true or false is still an open problem. Our decomposition algorithm for the low-dimensional cases support this conjecture, and our construction of (generalized) extreme channels may serve as a step towards the final solution of this problem, which has a fundamental implication to the understanding of quantum channels.

Third, our definitions of different quantum simulations provide a systematic way of understanding quantum simulation problems and also the design of quantum simulation algo-
rithms. Different simulation methods can be chosen for different purposes in practice. Also it is known that different simulations of quantum computing processes by classical computers can manifest gaps on simulation efficiency [85, 86], it would be important to explore whether such gaps on simulation efficiency exist for the quantum simulation of quantum processes in different simulation frameworks.

### 1.4 Structure

This thesis contains the following parts. Chapter 2 contains the most relevant background knowledge for the purpose of this thesis. We present the definitions and basic properties for quantum states and quantum channels, and then discuss distance measures on operators. We then analyze the convex set property of quantum channels.

Chapter 3 systematically studies the problem of channel simulation. We first study the properties of extreme channels and also generalized extreme channels, and then we present the constructions for generalized extreme channels, including Kraus operator-sum, quantum circuit, and Choi state representations. Next we present the framework for algorithmic quantum channel simulation, with a classical optimization for the channel decomposition and the analysis of complexity. We also perform a comparison with other available simulation methods, and highlight the merits and drawbacks for various methods.

Chapter 4 contains our results on single-qubit quantum channel simulation. We first review the theory developed by Ruskai, Szarek, and Werner [73] and highlight the differences from our approach. We then study the classical algorithm for the design of quantum simulator circuit and the properties of the qubit channel simulator.

Chapter 5 focuses on the simulation of qutrit and two-qubit quantum channels in terms of convex sum of generalized extreme channels. We study the qutrit case first and then the two-qubit case. For both cases, we present the details for the generalized extreme channels, and classifications of special generalized extreme channels. Numerical simulation results are
also discussed.
Chapter 6 presents the studies on alternative concepts of quantum simulations. The definitions of uniform, strong, and weak quantum simulations are firstly presented. Next a channel simulation problem in the weak quantum simulation framework is proposed, and then a quantum algorithm to address the weak quantum simulation problem is constructed. Furthermore, a uniform channel simulation problem in the quantum query model is also presented.

Chapter 7 concludes this thesis. We present a brief review and discussion of the main results in this thesis, and then we focus on some possible improvement of our results, and also some valuable developments along the research line of this thesis.

## Chapter 2

## Background

In this chapter, we intend to present some primary results that would be used in later chapters. We review the definitions and basic properties for quantum states and quantum channels firstly in 82.1 , and then discuss distance measures on operators and superoperators in 2.2. Also we present some inequalities that play crucial roles for quantum channel simulation problems. Furthermore, in $\$ 2.3$ we analyze the convex set property of quantum channels by firstly drawing connections with some well known convex sets, and then focus on the convex set of quantum channels. We conclude in $\$ 2.4$.

### 2.1 Quantum states and quantum channels

### 2.1.1 Quantum states and operator basis

A $d$-dimentional pure quantum state $|\psi\rangle \in \mathscr{H}$ can be expressed as

$$
\begin{equation*}
|\psi\rangle=\sum_{i=0}^{d-1} c_{i}|i\rangle \tag{2.1}
\end{equation*}
$$

for $\{|i\rangle\}$ a basis of the Hilbert space $\mathscr{H}, d \in \mathbb{Z}^{+}, d \geq 2$, and the normalization condition $\sum_{i=0}^{d-1}\left|c_{i}\right|^{2}=1$. A density operator $\rho$, also called mixed state, is a semidefinite positive trace class operator acting on a Hilbert space $\mathscr{H}$, and $\rho \geq 0, \operatorname{tr} \rho=1$. Denote the set of linear operators acting on $\mathscr{H}$ as $\mathscr{L}(\mathscr{H})$, and the set of density operators acting on $\mathscr{H}$ as $\mathscr{D}(\mathscr{H})$, and clearly $\mathscr{D}(\mathscr{H}) \subset \mathscr{L}(\mathscr{H})$. Sometimes we use the shorthand $\mathscr{D}$ for $\mathscr{D}(\mathscr{H})$, also we use $\mathscr{D}_{d}$ to indicate that the underlying Hilbert space is of dimension $d$. The space $\mathscr{L}(\mathscr{H})$ is also a Hilbert space with respect to Hilbert-Schmidt inner product

$$
\begin{equation*}
\operatorname{tr}\left(A^{\dagger} B\right), \forall A, B \in \mathscr{L}(\mathscr{H}) \tag{2.2}
\end{equation*}
$$

A basis for $\mathscr{L}(\mathscr{H})$ is a linearly independent spanning set, denoted as $\left\{M_{\alpha}\right\}_{\alpha=0}^{d^{2}-1}$, which is an operator basis instead of vector basis. An orthogonal basis is a basis with $\operatorname{tr}\left(M_{\alpha}^{\dagger} M_{\beta}\right)=0$ for $\alpha \neq \beta$. Furthermore, every finite-dimensional inner product space has an orthonormal basis satisfying

$$
\begin{equation*}
\operatorname{tr}\left(M_{\alpha}^{\dagger} M_{\beta}\right)=d \delta_{\alpha \beta} \tag{2.3}
\end{equation*}
$$

Note our definition of an orthonormal basis involves the coefficient $d$, which may be absent following other conventions.

For a clean representation of density operator $\rho \in \mathscr{D}(\mathscr{H})$, there exists such a basis satisfying (i) $M_{0}=\mathbb{1}$, (ii) $\operatorname{tr} M_{\alpha}=0$ for $\alpha \neq 0$, (iii) $\operatorname{tr}\left(M_{\alpha}^{\dagger} M_{\beta}\right)=0$ for $\alpha \neq \beta$, which is called a trace-free and trace-orthogonal basis [87], and, for simplicity, termed as canonical basis here. In a canonical basis, a density operator $\rho$ can be written as

$$
\begin{equation*}
\rho=\frac{1}{d}\left(\mathbb{1}+\sum_{\alpha=1}^{d^{2}-1} \sqrt{\frac{d(d-1)}{\operatorname{tr}\left(M_{\alpha}^{\dagger} M_{\alpha}\right)}} p_{\alpha} M_{\alpha}\right) . \tag{2.4}
\end{equation*}
$$

The parameters $p_{\alpha}$ form the polarization vector $\boldsymbol{p}:=\left(p_{1}, \ldots, p_{d^{2}-1}\right)$ with $\|\boldsymbol{p}\|=1$ for pure state and $\|\boldsymbol{p}\|<1$ for mixed state. If each $M_{\alpha}$ is hermitian, $p_{\alpha} \in \mathbb{R}$. We can see that a canonical basis may be orthonormal or not. For the qubit system, an example of orthonormal as well as canonical basis is the Pauli basis, shown in Example 1.

Another type of basis, which is known as Kronecker basis, is formed by $|i\rangle\langle j|$, which is a matrix with a single entry 1 in $i$ th row and $j$ th column, and all others 0 . The Kronecker basis $\{|i\rangle\langle j|\}$ is orthonormal yet not canonical. The merit of this basis is that it is related to the Choi-Jamiołkowski isomorphism [88, 56] $\mathcal{J}: \mathscr{D}(\mathscr{H}) \rightarrow \mathscr{H} \otimes \mathscr{H}$, from which $\mathcal{J}$ : $|i\rangle\langle j| \mapsto|i, j\rangle$. The action of this isomorphism on matrices is the same with the reshaping operation [89], which is defined as

$$
\begin{equation*}
\operatorname{res} A:=\left(a_{11}, \ldots, a_{1 m}, \ldots, a_{m 1}, \ldots, a_{m m}\right)^{\mathrm{T}} \tag{2.5}
\end{equation*}
$$

for an $m \times m$ matrix $A=\left[a_{i j}\right]$ with elements $a_{i j}$. With the inverse of reshaping operation, the matrix $A$ can be obtained from the vector $\operatorname{res} A$, i.e., $\operatorname{res}^{-1}(\operatorname{res} A)=A$. In addition, a
vectorization operation can be defined such that $\operatorname{vec} A=\operatorname{res} A^{\mathrm{T}}$.
Example 1 (Qubit). In Pauli basis $\left\{\sigma_{i}\right\}=\{\mathbb{1}, X, Y, Z\}(i=0,1,2,3)$ with

$$
X=\left(\begin{array}{ll}
0 & 1  \tag{2.6}\\
1 & 0
\end{array}\right), Y=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

a qubit state $\rho=\frac{1}{2}(\mathbb{1}+\boldsymbol{p} \cdot \boldsymbol{\sigma})$ is represented by a real polarization vector $\boldsymbol{p}$ for $\boldsymbol{\sigma}:=(X, Y, Z)$.
In Kronecker basis $\left\{\tau_{j}\right\}=\{|0\rangle\langle 0|,|0\rangle\langle 1|,|1\rangle\langle 0|,|1\rangle\langle 1|\}(j=0,1,2,3)$ a qubit state $\rho$ is represented as a vector

$$
\begin{equation*}
\rho \mapsto \operatorname{res} \rho=\left(\rho_{00}, \rho_{01}, \rho_{10}, \rho_{11}\right)^{\mathrm{T}} \tag{2.7}
\end{equation*}
$$

For higher-dimensional cases the Kronecker basis carries over easily, while there are different generalizations of Pauli basis. The Pauli basis is both hermitian and unitary, i.e. self-invertible. There are two well-known canonical bases, one is Gell-Mann basis, which is hermitian, and the other is Heisenberg-Weyl basis, which is unitary. We focus on HeisenbergWeyl basis, while properties of Gell-Mann basis can be found elsewhere [90, 91, 92].

Definition 2. The Heisenberg-Weyl basis $\left\{M_{j k}\right\}$ for a qudit system is specified by

$$
\begin{equation*}
X_{j}=\sum_{i=0}^{d-1}|i\rangle\langle i+j|, \quad Z_{k}=\sum_{l=0}^{d-1} \omega^{l k}|l\rangle\langle l| \quad(\bmod d) \tag{2.8}
\end{equation*}
$$

for $M_{j k}=X_{j} Z_{k}$, and $\omega=e^{i 2 \pi / d}, j, k \in\{0, \ldots, d-1\}$.
Example 3 (Qutrit). For qutrit, the Heisenberg-Weyl basis matrices are

$$
\begin{align*}
& M_{0} \equiv M_{00}=\mathbb{1}, M_{1} \equiv M_{01}=\operatorname{diag}\left(1, \omega, \omega^{2}\right), M_{2} \equiv M_{02}=\operatorname{diag}\left(1, \omega^{2}, \omega\right),\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right), M_{4} \equiv M_{11}=\left(\begin{array}{lll}
0 & \omega & 0 \\
0 & 0 & \omega^{2} \\
1 & 0 & 0
\end{array}\right), M_{5} \equiv M_{12}=\left(\begin{array}{lll}
0 & \omega^{2} & 0 \\
0 & 0 & \omega \\
1 & 0 & 0
\end{array}\right),  \tag{2.9}\\
& M_{3} \equiv M_{10}= \\
& M_{6} \equiv M_{20}=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), M_{7} \equiv M_{21}=\left(\begin{array}{lll}
0 & 0 & \omega^{2} \\
1 & 0 & 0 \\
0 & \omega & 0
\end{array}\right), M_{8} \equiv M_{22}=\left(\begin{array}{lll}
0 & 0 & \omega \\
1 & 0 & 0 \\
0 & \omega^{2} & 0
\end{array}\right),
\end{align*}
$$

and $\omega:=e^{i 2 \pi / 3}$. A qutrit state is represented as

$$
\begin{equation*}
\rho=\frac{1}{3}\left(\mathbb{1}+\sqrt{2} \sum_{\alpha=1}^{8} p_{\alpha} M_{\alpha}\right) . \tag{2.10}
\end{equation*}
$$

In Kronecker basis, a qutrit state $\rho$ is just mapped to its reshaping version res $\rho$.

In particular, we will use the Heisenberg-Weyl basis for our study of quantum channel decomposition in Chapter 3, so here we review more properties of it. The following two operators

$$
\begin{equation*}
X_{1}=\sum_{i=0}^{d-1}|i\rangle\langle i+1|, \quad Z_{1}=\sum_{l=0}^{d-1} \omega^{l}|l\rangle\langle l|, \tag{2.11}
\end{equation*}
$$

are the generators for the so-called Heisenberg-Weyl group $\mathcal{G}_{\text {HW }}$ containing group element $\left\{\omega^{i-j k} M_{j k}\right\}$ with degree $d$ and order $d^{3}$. The center of $\mathcal{G}_{\text {HW }}$ is $\left\{\omega^{i-j k} \mathbb{1}\right\}$. The two generators do not commute

$$
\begin{equation*}
X_{1} Z_{1}=\omega Z_{1} X_{1}, \quad \omega=e^{i 2 \pi / d} \tag{2.12}
\end{equation*}
$$

The $X_{1}$ is sometimes called the "shift" operator, and $Z_{1}$ is called the "clock" operator. The order of $X_{1}$ and $Z_{1}$ is both $d$

$$
\begin{equation*}
X_{1}^{d}=\mathbb{1}, \quad Z_{1}^{d}=\mathbb{1} \tag{2.13}
\end{equation*}
$$

The two generators $X_{1}$ and $Z_{1}$ are related by a Hadamard operator $W$, understood as discrete Fourier transform

$$
W:=\frac{1}{\sqrt{d}}\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1  \tag{2.14}\\
1 & \omega^{d-1} & \omega^{2(d-1)} & \cdots & \omega^{(d-1)^{2}} \\
1 & \omega^{d-2} & \omega^{2(d-2)} & \cdots & \omega^{(d-1)(d-2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega & \omega^{2} & \cdots & \omega^{d-1}
\end{array}\right)
$$

and

$$
\begin{equation*}
X_{1}=W Z_{1} W^{\dagger} \tag{2.15}
\end{equation*}
$$

The eigenvectors of $Z_{1}$ are the standard computational basis $|l\rangle$ with eigenvalues $\omega^{l}$ such that $Z_{1}|l\rangle=\omega^{l}|l\rangle$. The eigenvectors of $X_{1}$ are $W|l\rangle$ with eigenvalues $\omega^{l}$ such that $X_{1} W|l\rangle=\omega^{l} W|l\rangle$. As $\left.|\langle l| W| l^{\prime}\right\rangle \mid=1 / d$, their eigenbasis of $X_{1}$ and $Z_{1}$ are mutually unbiased. The Heisenberg-Weyl basis $\left\{M_{j k}\right\}$ is orthonormal

$$
\begin{equation*}
\operatorname{tr}\left(M_{j k}^{\dagger} M_{j^{\prime} k^{\prime}}\right)=d \delta_{j j^{\prime}} \delta_{k k^{\prime}} \tag{2.16}
\end{equation*}
$$

The following commutation relations hold

$$
\begin{align*}
X_{j} Z_{k} & =Z_{k} X_{j} \omega^{j k},  \tag{2.17}\\
M_{j k} M_{j^{\prime} k^{\prime}} & =M_{j^{\prime} k^{\prime}} M_{j k} \omega^{j k^{\prime}-k j^{\prime}},  \tag{2.18}\\
M_{j k} M_{j^{\prime} k^{\prime}} & =M_{j+j^{\prime}, k+k^{\prime}} \omega^{-k j^{\prime}} . \tag{2.19}
\end{align*}
$$

A state is represented as

$$
\begin{equation*}
\rho=\frac{1}{d}\left(\mathbb{1}+\sqrt{d-1} \sum_{\alpha=1}^{d^{2}-1} p_{\alpha} M_{\alpha}\right) \tag{2.20}
\end{equation*}
$$

with $M_{\alpha} \equiv M_{j k}, p_{\alpha} \equiv p_{j k} . p_{j k}^{*}=p_{-j-k} \omega^{-j k}$.

### 2.1.2 Representations of quantum channels

Next we present different representations of quantum channels, including the Stinespring dilation theorem, Kraus operator-sum representation, quantum channel-state duality, and the affine representation.
2.1.2.1 Stinespring dilation theorem and Kraus operator-sum representation

A $C^{*}$-algebra $\mathscr{A}$ is a Banach $*$-algebra with $C^{*}$-axiom $\left\|x^{*} x\right\|=\|x\|^{2}$ for all $x \in \mathscr{A}$ [93]. Here $*$ is an involution operation. Stinespring dilation theorem [58] characterizes any completely positive mapping on a $C^{*}$-algebra. The set of linear operator acting on Hilbert space forms a $C^{*}$-algebra with adjoint as involution.

Theorem 1 (Stinespring dilation theorem [93, 58]). For a $C^{*}$-algebra $\mathscr{A}$ and a Hilbert space $\mathscr{H}$, a completely positive mapping $\varphi: \mathscr{A} \rightarrow \mathscr{L}(\mathscr{H})$ takes the form

$$
\begin{equation*}
\varphi(x)=T^{\dagger} \pi(x) T, \forall x \in \mathscr{A} \tag{2.21}
\end{equation*}
$$

where there exists a Hilbert space $\mathcal{K}$ and a contraction $T$ such that $T: \mathscr{H} \rightarrow \mathcal{K}$, and a unital $*$-representation $\pi: \mathscr{A} \rightarrow \mathscr{L}(\mathcal{K})$.

Choi [56] proved a form of completely positive mapping on complex matrices, which can be viewed as an application of Stinespring dilation theorem. Denote the set of $n \times n$ and $m \times n$ complex matrices as $\mathcal{M}_{n}$ and $\mathcal{M}_{m, n}$, respectively.

Theorem 2 (Choi [56]). A linear mapping $\mathcal{N}: \mathcal{M}_{n} \rightarrow \mathcal{M}_{m}$ is completely positive iff it takes the form

$$
\begin{equation*}
\mathcal{N}(A)=\sum_{i} K_{i} A K_{i}^{\dagger} \tag{2.22}
\end{equation*}
$$

for all $A \in \mathcal{M}_{n}, K_{i} \in \mathcal{M}_{m, n}$.

Both Stinespring's and Choi's theorems can be rephrased with respect to the set of density matrices $\mathscr{D}(\mathscr{H})$, which was also originally studied by Kraus [55]. The operators $K_{i}$ are often known as Kraus operators, and the form (2.22) above is also called the Kraus operator-sum representation of completely positive mappings.

Regarding this theorem there are several important properties of channels. i) Given a linear mapping $\mathcal{N}$, there exists a canonical representation such that the set $\left\{K_{i}\right\}$ is linearly independent [56] and the cardinality of the set $\left\{K_{i}\right\}$ is called the Kraus rank of $\mathcal{N}$, or, simply, the rank of $\mathcal{N}$, denoted as $r_{\mathcal{N}}$, which is upper bounded by $m n$. ii) There exists a unitary freedom for the canonical representation [56, 2], which means there exists a unitary matrix $U$ such that another set $\left\{M_{j}\right\}$ is also canonical with $M_{j}=\sum_{i} u_{i j} K_{i}$ for $U=\left[u_{i j}\right]$. iii) With a canonical representation, the Stinespring contraction is $T=\left[K_{1}^{\dagger}, \cdots, K_{r_{\mathcal{N}}}^{\dagger}\right]^{\mathrm{T}}$, and $\pi(A)=\oplus^{r_{\mathcal{N}}} A$. iv) A quantum channel $\mathcal{E}$ with its Kraus operators $\left\{K_{i}\right\}$ is completely positive and trace-preserving, i.e., $\sum_{i} K_{i}^{\dagger} K_{i}=\mathbb{1}$, which is called the trace-preserving or
normalization condition. For a qudit system, $m=n:=d$, the rank of a qudit channel $r_{\mathcal{E}} \leq d^{2}$.

Regarding physical settings, the Kraus operator-sum representation can be characterized by a unitary operator acting on an extended space. For a qudit system s, a quantum channel $\mathcal{E}: \mathscr{D}(\mathscr{H}) \rightarrow \mathscr{D}(\mathscr{H})$ acting on it can be dilated to a unitary evolution $U$ such that

$$
\begin{equation*}
\mathcal{E}(\rho)=\operatorname{tr}_{\mathrm{A}} U(\rho \otimes \sigma) U^{\dagger} \tag{2.23}
\end{equation*}
$$

with one ancillary system A prepared in state $\sigma$. Usually, the ancilla state $\sigma$ is chosen as the ground state $|0\rangle\langle 0|$ such that $K_{i}=\langle i| U|0\rangle$, and the channel takes the form

$$
\begin{equation*}
\mathcal{E}(\rho)=\sum_{i=0}^{r_{\mathcal{E}}-1} K_{i} \rho K_{i}^{\dagger} \tag{2.24}
\end{equation*}
$$

with $r_{\mathcal{E}} \leq d^{2}$, and

$$
\begin{equation*}
\sum_{i=0}^{r_{\mathcal{E}}-1} K_{i}^{\dagger} K_{i}=\sum_{i=0}^{r_{\mathcal{E}}-1}\langle 0| U^{\dagger}|i\rangle\langle i| U|0\rangle=\mathbb{1} \tag{2.25}
\end{equation*}
$$

### 2.1.2.2 Quantum channel-state duality

Choi [56] as well as Jamiołkowski [88] proved the isomorphism, usually terms as ChoiJamiołkowski isomorphism $\mathcal{J}: \mathscr{D}(\mathscr{H}) \rightarrow \mathscr{H} \otimes \mathscr{H}$ and also $\mathcal{J}: \mathscr{L}(\mathscr{D}(\mathscr{H})) \rightarrow \mathscr{L}(\mathscr{H} \otimes \mathscr{H})$, which maps an operator $\mathcal{E} \in \mathscr{L}(\mathscr{D}(\mathscr{H}))$ into a quantum state, called Choi state $\mathcal{C} \in$ $\mathscr{L}(\mathscr{H} \otimes \mathscr{H})$. This isomorphism is also known as the quantum channel-state duality, and the Choi state is the dual of the channel $\mathcal{E}$. The Choi state takes the form

$$
\begin{equation*}
\mathcal{C}:=\mathcal{E} \otimes \mathbb{1}(|\eta\rangle\langle\eta|), \tag{2.26}
\end{equation*}
$$

with bipartite maximally entangled state

$$
\begin{equation*}
|\eta\rangle:=\frac{1}{\sqrt{d}} \sum_{i=0}^{d-1}|i, i\rangle . \tag{2.27}
\end{equation*}
$$

Here the Choi state is normalized, and the un-normalized version is also used in some cases. One celebrated property is that the condition of complete positivity is equivalent to the positive semidefiniteness of the Choi state, i.e., $\mathcal{C} \geq 0$.

The Kraus operator-sum representation is equivalent to the Choi state representation, in that the Kraus operators relate to the eigenvectors of Choi state by reshaping [89, 94]. For instance, for a unitary operator $U$, the Choi state is a pure state $\left|\psi_{U}\right\rangle=(U \otimes \mathbb{1})|\eta\rangle=$ $\operatorname{res} U / \sqrt{d}$. Given the state $\left|\psi_{U}\right\rangle$, the unitary operator can be recovered by $\sqrt{d} \operatorname{res}^{-1}\left|\psi_{U}\right\rangle=U$. On the other hand, given the set of Kraus operators, the Choi state can be derived as

$$
\begin{align*}
\mathcal{C} & =\frac{1}{d} \sum_{i} \operatorname{res} K_{i}\left(\operatorname{res} K_{i}\right)^{\dagger} \\
& =\sum_{i}\left(K_{i} \otimes \mathbb{1}\right)|\eta\rangle\langle\eta|\left(K_{i}^{\dagger} \otimes \mathbb{1}\right) . \tag{2.28}
\end{align*}
$$

In addition, the Choi state can also be equivalently defined as $\mathcal{C}=\mathbb{1} \otimes \mathcal{E}(|\eta\rangle\langle\eta|)$, and then the relation with Kraus operators becomes $\mathcal{C}=\frac{1}{d} \sum_{i} \operatorname{vec} K_{i}\left(\operatorname{vec} K_{i}\right)^{\dagger}$. In this thesis, we do not employ this version.

### 2.1.2.3 Affine representation

In a canonical and orthonormal basis, denoted as $\left\{\sigma_{i}\right\}$, a quantum state can be written as $\rho=\frac{1}{d}\left(\mathbb{1}+\sum_{i} p_{i} \sigma_{i}\right)$. As a result, the state $\rho$ can be represented by the vector $\boldsymbol{p}:=\left(p_{i}\right)$. Examples of canonical and orthonormal basis include the Pauli basis for qubit case and generalized Pauli bases for qudit case. While a quantum state can be represented as a vector, a quantum channel can be represented as a matrix, which specifies an affine map represented by $\mathcal{T}$

$$
\mathcal{E} \mapsto \mathcal{T}=\left(\begin{array}{cc}
1 & \mathbf{0}  \tag{2.29}\\
\boldsymbol{t} & \boldsymbol{T}
\end{array}\right), \mathcal{T}_{i j}=\frac{1}{d} \operatorname{tr}\left[\sigma_{i} \mathcal{E}\left(\sigma_{j}\right)\right]
$$

which contains the shift vector $\boldsymbol{t}$ and distortion matrix $\boldsymbol{T}$. The affine map is

$$
\begin{equation*}
\mathcal{T}\binom{1}{\boldsymbol{p}}=\binom{1}{\boldsymbol{T} \boldsymbol{p}+\boldsymbol{t}} \tag{2.30}
\end{equation*}
$$

or simply denoted as

$$
\begin{equation*}
\mathcal{T}: p \mapsto \boldsymbol{T} p+\boldsymbol{t} \tag{2.31}
\end{equation*}
$$

In this form, the quantum dynamics is described as the shrink and shift of $\boldsymbol{p}$. One crucial point is that the parameters in the affine map $\mathcal{T}$ are constrained by the complete positivity condition of a quantum channel. This means that quantum channels do not correspond to arbitrary affine maps.

It is necessary to consider the effects of prior $\mathcal{V}$ and posterior $\mathcal{W}$ unitary channels in the affine form. From $\mathcal{T}_{i j}=\frac{1}{d} \operatorname{tr}\left(\sigma_{i} \mathcal{W} \circ \mathcal{E} \circ \mathcal{V}\left(\sigma_{j}\right)\right)$, we find $\mathcal{T}_{i 0}=\frac{1}{d} \operatorname{tr}\left(\sigma_{i} \mathcal{W} \circ \mathcal{E} \circ \mathcal{V}(\mathbb{1})\right)$, and $\mathcal{T}_{0 j}=\frac{1}{d} \operatorname{tr}\left(\mathcal{W} \circ \mathcal{E} \circ \mathcal{V}\left(\sigma_{j}\right)\right)$, and then $\mathcal{T}_{i 0}=\frac{1}{d} \operatorname{tr}\left(\sigma_{i} \mathcal{W} \circ \mathcal{E}(\mathbb{1})\right)$, and $\mathcal{T}_{0 j}=\frac{1}{d} \operatorname{tr}\left(\mathcal{W} \circ \mathcal{E} \circ \mathcal{V}\left(\sigma_{j}\right)\right)=0$. We find that the shift vector $\boldsymbol{t}$ is affected only by the posterior unitary channel. At the same time, the distortion matrix $\boldsymbol{T}$ is affected by both the unitary channels.

There are also other representations of quantum channels, summarized in Fig. 2.1, while we emphasize the following details. i) The Choi state 2.26 is actually a representation in the tensor-product Kronecker basis $\{|i\rangle\langle j| \otimes|i\rangle\langle j|\}$. The process state $\mathcal{S}$, which is usually denoted as $\chi$ [2], is a matrix equivalent to Choi state $\mathcal{C}=U \mathcal{S} U^{\dagger}$ by a basis transformation $U=\left[u_{\alpha \beta}\right]$ from generalized Pauli basis $\left\{\sigma_{\beta}\right\}$ to Kronecker basis $\left\{\tau_{\alpha}\right\}$

$$
\begin{equation*}
u_{\alpha \beta}=\operatorname{tr}\left(\tau_{\alpha}^{\dagger} \sigma_{\beta}\right) \tag{2.32}
\end{equation*}
$$

This can be shown as follows. Given the Kraus operators $\left\{K_{i}\right\}$ for a channel and the generalized Pauli basis $\left\{\sigma_{\beta}\right\}$, each Kraus operator is a combination $K_{i}=\sum_{\beta} \operatorname{tr}\left(K_{i}^{\dagger} \sigma_{\beta}\right) \sigma_{\beta}$. Then $\mathcal{E}(\rho)=\sum_{\alpha \beta} S_{\alpha \beta} \sigma_{\alpha}(\rho) \sigma_{\beta}$, with $S_{\alpha \beta}=\sum_{i} \operatorname{tr}\left(K_{i}^{\dagger} \sigma_{\alpha}\right) \operatorname{tr}\left(K_{i} \sigma_{\beta}\right)^{*}$ [57]. In the generalized Pauli basis, the channel can be represented as $\mathcal{S}=\left[S_{\alpha \beta}\right]$. ii) In the affine representation the $\mathcal{T}$ operator is defined in an orthonormal and canonical basis, such as the generalized Pauli basis, while a so-called dynamical operator, denoted as $\mathcal{D}$, can be defined in the Kronecker basis $\left\{\tau_{i}\right\}$. Clearly, $\mathcal{D}=U \mathcal{T} U^{\dagger}$. Also the $\mathcal{D}$ operator takes the form $\mathcal{D}=\frac{1}{d} \sum_{i} K_{i} \otimes K_{i}^{*}$. It can be derived from $\mathcal{D}_{i j}=\frac{1}{d} \operatorname{tr}\left[\tau_{i}^{\dagger} \mathcal{E}\left(\tau_{j}\right)\right]$. It is equivalent to the Choi state by reshuffling $\langle i k| \mathcal{D}|j l\rangle=\langle i j| \mathcal{C}|k l\rangle$ [89]. In this form, a quantum state $\rho$ is represented by its reshaping res $\rho$, and the dynamics is res $\rho \mapsto \mathcal{D} r e s \rho$. For instance, res : $U \rho U^{\dagger} \mapsto\left(U \otimes U^{*}\right)$ res $\rho$ for the unitary case.

|  | Pauli | Kronecker |
| :---: | :---: | :---: |
| Dynamical | $\begin{aligned} & \mathcal{T} \xrightarrow{\text { Basis }} \mathcal{D} \\ & \mathcal{S} \xrightarrow{\text { Transom }} \\ & \mathcal{C} \end{aligned}$ |  |
| State |  |  |

Figure 2.1: The representations of quantum channel. In the table, "Pauli" represents the Pauli basis or the generalized Pauli basis, and "Kronecker" represents the Kronecker basis, and there exists a basis transformation between the two bases. "Dynamical" means that the affine form $\mathcal{T}$ and dynamical operator $\mathcal{D}$ are operators for the dynamics of a quantum channel, and "State" means that a quantum channel is represented by a quantum state, the Choi state $\mathcal{C}$, which relates to $\mathcal{D}$ by the reshuffling operation, or the process state $\mathcal{S}$.

### 2.2 Distance measure

### 2.2.1 Norms on operator and superoperator

We consider bounded linear operators in $\mathscr{L}(\mathscr{H})$. A family of norms is known as the Schatten p-norm 93]

$$
\begin{equation*}
\|T\|_{p}:=\left[\operatorname{tr}\left(\left(T^{\dagger} T\right)^{p / 2}\right)\right]^{1 / p}, \quad p \geq 1, \forall T \in \mathscr{L}(\mathscr{H}) \tag{2.33}
\end{equation*}
$$

This norm includes some commonly used norms as special cases. i) Trace norm ( $p=1$ ): $\|T\|_{\operatorname{tr}}:=\|T\|_{1}=\operatorname{tr} \sqrt{T^{\dagger} T}$. ii) Operator (or spectral) norm $(p=\infty):\|T\|=\sigma_{\max }(T), \sigma_{\max }$ denotes the largest singular value. It can also be defined as $\|T\|:=\sup _{|\psi\rangle} \| T|\psi\rangle \|, \forall|\psi\rangle \in$ $\mathscr{H}$, and $\||\psi\rangle \|=1$. iii) Hilbert-Schmidt (or Frobenius) norm $(p=2):\|T\|_{F}:=\|T\|_{2}=$ $\sqrt{\operatorname{tr}\left(T^{\dagger} T\right)}$.

The Schatten $p$-norm has many useful properties. i) Positive semidefiniteness: $\|T\|_{p} \geq 0$ with $\|T\|_{p}=0$ if $T=0$. ii) Positive scalability: $\|\alpha T\|_{p}=|\alpha| \cdot\|T\|_{p}$ for $\alpha \in \mathbb{C}$. iii) The triangle inequality: $\left\|T_{1}+T_{2}\right\|_{p} \leq\left\|T_{1}\right\|_{p}+\left\|T_{2}\right\|_{p}$. iv) Unitary invariance: $\|T\|_{p}=\|U T V\|_{p}$ for unitary operator $U, V \in \mathscr{L}(\mathscr{H})$. v) Decreasing in $p:\|T\|_{p} \geq\|T\|_{q}$ for $1 \leq p \leq q \leq \infty$.
vi) Sub-multiplicative under composition: $\left\|T_{1} T_{2}\right\|_{p} \leq\left\|T_{1}\right\|_{p}\left\|T_{2}\right\|_{p}$. vii) Hölder's inequality: For $p, q, r \geq 1,1 / p+1 / q \leq 1 / r$, then $\left\|T_{1} T_{2}\right\|_{r} \leq\left\|T_{1}\right\|_{p}\left\|T_{2}\right\|_{q}$.

For operator norms, there exists one crucial property that any two norms $\|\cdot\|_{p}$ and $\|\cdot\|_{q}$ are equivalent

$$
\begin{equation*}
r\|\cdot\|_{p} \leq\|\cdot\|_{q} \leq s\|\cdot\|_{p}, \exists r, s \in \mathbb{R}^{+} \tag{2.34}
\end{equation*}
$$

The following inequalities are important for quantum computation tasks

$$
\begin{equation*}
\|T\|_{F} \leq\|T\|_{1} \leq \sqrt{r}\|T\|_{F},\|T\| \leq\|T\|_{F} \leq \sqrt{r}\|T\|, \quad r:=\operatorname{rank} T \tag{2.35}
\end{equation*}
$$

In quantum computation, we often study linear mappings on $\mathscr{L}(\mathscr{H})$. A linear mapping is often called "superoperator" since it acts on operators. As the case of operator norm, superoperator norm can also be well defined. Based on the Schatten p-norm, the induced Schatten $(q \rightarrow p)$-norm 95] is defined as

$$
\begin{equation*}
\|\Pi\|_{q \rightarrow p}:=\max _{T} \frac{\|\Pi T\|_{p}}{\|T\|_{q}}, \quad p, q \geq 1, \forall T \in \mathscr{L}(\mathscr{H}), \forall \Pi \in \mathscr{L}(\mathscr{L}(\mathscr{H})) \tag{2.36}
\end{equation*}
$$

However, one unpleasant property of this norm is that for $1 \leq p<2,\|\Pi\|_{1 \rightarrow p}$ is not stable, i.e., $\|\Pi\|_{1 \rightarrow p} \neq\|\Pi \otimes \mathbb{1}\|_{1 \rightarrow p}$ with $\mathbb{1}$ acting on another space. For the case $p=q=1$, a stabilized norm, known as diamond norm [9], is defined as

$$
\begin{equation*}
\|\Pi\|_{\diamond}:=\|\Pi \otimes \mathbb{1}\|_{1 \rightarrow 1}=\max _{T}\|(\Pi \otimes \mathbb{1}) T\|_{\mathrm{tr}} \tag{2.37}
\end{equation*}
$$

for $\mathbb{1} \in \mathscr{L}(\mathscr{L}(\mathcal{K})), T \in \mathscr{L}(\mathscr{H} \otimes \mathcal{K})$, and $\operatorname{dim}(\mathcal{K}) \geq \operatorname{dim}(\mathscr{H})$. The main properties of the diamond norm include: i) Sub-multiplicative under composition: $\left\|\Pi_{1} \Pi_{2}\right\|_{\diamond} \leq\left\|\Pi_{1}\right\|_{\diamond}\left\|\Pi_{2}\right\|_{\diamond}$. ii) Multiplicative under tensor product: $\left\|\Pi_{1} \otimes \Pi_{2}\right\|_{\diamond}=\left\|\Pi_{1}\right\|_{\diamond}\left\|\Pi_{2}\right\|_{\diamond}$. iii) Chain property: $\left\|\Pi_{1} \Pi_{2}-\Pi_{1}^{\prime} \Pi_{2}^{\prime}\right\|_{\diamond} \leq\left\|\Pi_{1}-\Pi_{1}^{\prime}\right\|_{\diamond}+\left\|\Pi_{2}-\Pi_{2}^{\prime}\right\|_{\diamond}$. iv) Unitary invariance: $\|\Pi\|_{\diamond}=\|\mathcal{U} \Pi \mathcal{V}\|_{\diamond}$ for unitary operators $\mathcal{U}, \mathcal{V} \in \mathscr{L}(\mathscr{L}(\mathscr{H}))$.

One important application of diamond norm is to quantify the distance between quantum channels. In this case, the domain over which the optimization is taken is $\mathscr{D}(\mathscr{H})$. Furthermore, the maximum is achieved for a pure state following from the convexity of $\mathscr{D}(\mathscr{H})$.

### 2.2.2 Inequalities

Inequalities play important roles in operator algebra and quantum computing, here we present some inequalities relating to the channel simulation problem.

### 2.2.2.1 Trace distance and fidelity on quantum state

The trace distance between two quantum states $\rho$ and $\sigma$ is defined as

$$
\begin{equation*}
D_{t}(\rho, \sigma):=\frac{1}{2}\|\rho-\sigma\|_{\operatorname{tr}}=\frac{1}{2} \operatorname{tr}|\rho-\sigma|, \tag{2.38}
\end{equation*}
$$

with $|\rho-\sigma|:=\sqrt{(\rho-\sigma)^{2}}$. The fidelity between two quantum states $\rho$ and $\sigma$ is defined as

$$
\begin{equation*}
F(\rho, \sigma):=\operatorname{tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}} \tag{2.39}
\end{equation*}
$$

which is equivalent to the Bures distance $D_{B}(\rho, \sigma):=\sqrt{2(1-F(\rho, \sigma))}$, the infinitesimal version of which is a metric on $\mathscr{D}(\mathscr{H})$.

The well known relation between trace distance and fidelity is [2]

$$
\begin{equation*}
1-F(\rho, \sigma) \leq D_{t}(\rho, \sigma) \leq \sqrt{1-F(\rho, \sigma)^{2}} \tag{2.40}
\end{equation*}
$$

To quantify the operational distance between two quantum states in practice, using one of them, trace distance or fidelity, usually cannot guarantee good results.
2.2.2.2 Trace distance of state and spectral norm of unitary operator

Proposition 3. For unitary operators $U, \tilde{U} \in \mathscr{L}(\mathscr{H})$ it holds

$$
\begin{equation*}
\|U-\tilde{U}\| \geq \sup _{|\psi\rangle} D_{t}\left(U|\psi\rangle\langle\psi| U^{\dagger}, \tilde{U}|\psi\rangle\langle\psi| \tilde{U}^{\dagger}\right) . \tag{2.41}
\end{equation*}
$$

Proof. For normalized quantum states $|\tilde{\varphi}\rangle$ and $|\varphi\rangle$, the vector 2-norm satisfies

$$
\begin{equation*}
\||\tilde{\varphi}\rangle-|\varphi\rangle \|_{2}^{2}=2-2 \operatorname{Re}\langle\tilde{\varphi} \mid \varphi\rangle \geq 1-|\langle\tilde{\varphi} \mid \varphi\rangle|^{2} \tag{2.42}
\end{equation*}
$$

since $(1-\operatorname{Re}\langle\tilde{\varphi} \mid \varphi\rangle)^{2}+(\operatorname{Im}\langle\tilde{\varphi} \mid \varphi\rangle)^{2} \geq 0$. The value $1-|\langle\tilde{\varphi} \mid \varphi\rangle|^{2}$ is the square of the trace distance between $\tilde{\varphi}:=|\tilde{\varphi}\rangle\langle\tilde{\varphi}|$ and $\varphi:=|\varphi\rangle\langle\varphi|$, proved as follows. Suppose the eigenvector
of $\tilde{\varphi}-\varphi$ takes the form $a|\tilde{\varphi}\rangle+b|\varphi\rangle$, that is

$$
\begin{equation*}
(\tilde{\varphi}-\varphi)(a|\tilde{\varphi}\rangle+b|\varphi\rangle)=\lambda(a|\tilde{\varphi}\rangle+b|\varphi\rangle) \tag{2.43}
\end{equation*}
$$

Then $a \lambda=a+b\langle\tilde{\varphi} \mid \varphi\rangle, b \lambda=-b-a\langle\varphi \mid \tilde{\varphi}\rangle$, from which we find $\lambda_{ \pm}= \pm \sqrt{1-|\langle\tilde{\varphi} \mid \varphi\rangle|^{2}}$. The trace distance $D_{t}(\tilde{\varphi}, \varphi)=\left(\left|\lambda_{+}\right|+\left|\lambda_{-}\right|\right) / 2=\sqrt{1-|\langle\tilde{\varphi} \mid \varphi\rangle|^{2}}$. As the result,

$$
\begin{equation*}
\||\tilde{\varphi}\rangle-|\varphi\rangle \|_{2} \geq D_{t}(\tilde{\varphi}, \varphi) \tag{2.44}
\end{equation*}
$$

For unitary operators $U$ and $\tilde{U}$, we have

$$
\begin{equation*}
\|U-\tilde{U}\|=\sup _{|\psi\rangle} \|(U-\tilde{U})|\psi\rangle \|_{2} \geq \sup _{|\psi\rangle} D_{t}\left(U|\psi\rangle\langle\psi| U^{\dagger}, \tilde{U}|\psi\rangle\langle\psi| \tilde{U}^{\dagger}\right) \tag{2.45}
\end{equation*}
$$

An operational interpretation of this inequality is that, if the distance between two evolution $U$ and $\tilde{U}$ is within some tolerance $\epsilon$, then the trace distance between the final states resulting from the two unitary evolutions is also within $\epsilon$.

Corollary 4. For any unitary operators $U, \tilde{U} \in \mathscr{L}\left(\mathscr{H} \otimes \mathscr{H}^{\prime}\right)$ and any states $\rho \in \mathscr{D}(\mathscr{H})$ and $\rho^{\prime} \in \mathscr{D}\left(\mathscr{H}^{\prime}\right)$, then

$$
\begin{equation*}
\|U-\tilde{U}\| \geq \sup _{\rho} D_{t}\left(U\left(\rho \otimes \rho^{\prime}\right) U^{\dagger}, \tilde{U}\left(\rho \otimes \rho^{\prime}\right) \tilde{U}^{\dagger}\right) \tag{2.46}
\end{equation*}
$$

Proof. For any $\sigma \in \mathscr{D}\left(\mathscr{H} \otimes \mathscr{H}^{\prime}\right)$ and convex-sum decomposition such that $\sigma=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$ for $\sum_{i} p_{i}=1$, Prop. 3 generalizes to the mixed state case

$$
\begin{align*}
\|U-\tilde{U}\| & =\sup _{\sigma} \sqrt{\operatorname{tr}\left(\sigma(U-\tilde{U})^{\dagger}(U-\tilde{U})\right)} \\
& \geq \sup _{\sigma} \sum_{i} p_{i} \|(U-\tilde{U})\left|\psi_{i}\right\rangle \| \\
& \geq \sup _{\sigma} \sum_{i} p_{i} D_{t}\left(U\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| U^{\dagger}, \tilde{U}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tilde{U}^{\dagger}\right) \\
& \geq \sup _{\sigma} D_{t}\left(U \sigma U^{\dagger}, \tilde{U} \sigma \tilde{U}^{\dagger}\right) \tag{2.47}
\end{align*}
$$

The last step employs the strong convexity of trace distance. Particularly, suppose $\sigma=\rho \otimes \rho^{\prime}$ for $\rho \in \mathscr{D}(\mathscr{H})$ and $\rho^{\prime} \in \mathscr{D}\left(\mathscr{H}^{\prime}\right)$. As $\sup _{\sigma} \Longrightarrow \sup _{\rho}$, Eq. (2.46) follows.

This result is a bipartite generalization of Prop. 3, and is used to prove Theorem 5 below.

### 2.2.2.3 Channel and dilated unitary operator

Theorem 5. For $\epsilon \in \mathbb{R}^{+}, \rho \in \mathscr{D}(\mathscr{H})$ and quantum channels $\mathcal{E}, \tilde{\mathcal{E}}: \mathscr{D}(\mathscr{H}) \rightarrow \mathscr{D}(\mathscr{H})$ with respective minimal dilations $U, \tilde{U}$, then

$$
\begin{equation*}
\|U-\tilde{U}\| \leq \epsilon / 2 \Longrightarrow\|\mathcal{E}-\tilde{\mathcal{E}}\|_{\nabla} \leq \epsilon . \tag{2.48}
\end{equation*}
$$

Proof. The trace-distance contraction property [2]

$$
\begin{equation*}
D_{t}(\mathcal{E}(\rho), \tilde{\mathcal{E}}(\rho)) \leq D_{t}\left(U\left(\rho \otimes \rho^{\prime}\right) U^{\dagger}, \tilde{U}\left(\rho \otimes \rho^{\prime}\right) \tilde{U}^{\dagger}\right) \tag{2.49}
\end{equation*}
$$

combined with Corollary 4 yields $\|U-\tilde{U}\| \geq \sup _{\rho} D_{t}(\mathcal{E}(\rho), \tilde{\mathcal{E}}(\rho))=\frac{1}{2}\|\mathcal{E}-\tilde{\mathcal{E}}\|_{1 \rightarrow 1}$. As $\|U-\tilde{U}\|=\|U \otimes \mathbb{1}-\tilde{U} \otimes \mathbb{1}\|$, the proof is complete.

This theorem shows that, in order to bound the distance on two channels, one can instead bound the distance on the corresponding dilated unitary operators.

Corollary 6. For unitary operators $U, \tilde{U}$ and the channel forms $\mathcal{U}, \tilde{\mathcal{U}}$

$$
\begin{equation*}
2\|U-\tilde{U}\| \geq\|\mathcal{U}-\tilde{\mathcal{U}}\|_{\circ} . \tag{2.50}
\end{equation*}
$$

Proof. This is a special case of Theorem 5.

### 2.2.2.4 Channel and Choi state

The diamond-norm distance between two channels is closely related to the distance between their Choi-Jamiołkowski states [96, 97].

Proposition 7. For CP mappings $\mathcal{N}, \tilde{\mathcal{N}}: \mathscr{D}_{d} \rightarrow \mathscr{D}_{d}$ and their Choi state $\mathcal{C}, \tilde{\mathcal{C}}$ it holds

$$
\begin{equation*}
\frac{1}{d}\|\mathcal{N}-\tilde{\mathcal{N}}\|_{\diamond} \leq\|\mathcal{C}-\tilde{\mathcal{C}}\|_{1} \leq\|\mathcal{N}-\tilde{\mathcal{N}}\|_{\diamond} \tag{2.51}
\end{equation*}
$$

Proof. The second inequality is proved by observing that

$$
\begin{equation*}
\|\mathcal{C}-\tilde{\mathcal{C}}\|_{1}=\|\mathcal{N} \otimes \mathbb{1}-\tilde{\mathcal{N}} \otimes \mathbb{1}(\eta)\|_{1}, \tag{2.52}
\end{equation*}
$$

for state $\eta=\frac{1}{d} \sum_{i, j}|i, i\rangle\langle j, j|$. The first inequality is proved by using the method of gate teleportation. Suppose the state of a system A is $\rho_{\mathrm{A}}$, and the composite state of system B and system C is a Choi state $\mathcal{C}$ for a CP mapping $\mathcal{N}$. Then by the projection $\eta$ on system A and system B the state of system C becomes

$$
\begin{align*}
\langle\eta| \rho_{\mathrm{A}} \otimes \mathcal{C}_{\mathrm{BC}}|\eta\rangle & =\frac{1}{d}\langle\eta| \sum_{i j} \rho \otimes|i\rangle\langle j| \otimes \mathcal{N}(|i\rangle\langle j|)|\eta\rangle \\
& =\frac{1}{d} \sum_{i j} \rho_{i j} \mathcal{N}(|i\rangle\langle j|) \\
& =\frac{1}{d} \mathcal{N}(\rho) \tag{2.53}
\end{align*}
$$

where $\frac{1}{d}$ is the success probability. Also if the system A is initially correlated to another system E , and then we find that the projection $\eta$ on system A and system B leads to the state $\mathcal{N} \otimes \mathbb{1}\left(\rho_{\mathrm{AE}}\right)$, with $\mathbb{1}$ acting on the system E . Then we find

$$
\begin{align*}
\|\mathcal{N}-\tilde{\mathcal{N}}\|_{\diamond} & =\sup _{\rho_{\mathrm{AE}}}\left\|\mathcal{N} \otimes \mathbb{1}-\tilde{\mathcal{N}} \otimes \mathbb{1} \rho_{\mathrm{AE}}\right\|_{1} \\
& =d \sup _{\rho_{\mathrm{AE}}}\left\|\left\langle\eta_{\mathrm{AB}}\right| \rho_{\mathrm{AE}} \otimes\left(\mathcal{C}_{\mathrm{BC}}-\tilde{\mathcal{C}}_{\mathrm{BC}}\right)\left|\eta_{\mathrm{AB}}\right\rangle\right\|_{1} \\
& \leq d \sup _{\rho_{\mathrm{AE}}}\left\|\rho_{\mathrm{AE}} \otimes\left(\mathcal{C}_{\mathrm{BC}}-\tilde{\mathcal{C}}_{\mathrm{BC}}\right)\right\|_{1} \\
& =d\left\|\mathcal{C}_{\mathrm{BC}}-\tilde{\mathcal{C}}_{\mathrm{BC}}\right\|_{1} \tag{2.54}
\end{align*}
$$

which proves the first inequality.

### 2.3 Convex set

In this section we study the properties of the convex set of quantum channels. We start from primary properties of affine space and convex set in $\$ 2.3 .1$, wherein the materials can be found in any textbook on convex sets [98, 99]. Then we review some well known convex sets in $\$ 2.3 .2$ for a better understanding of the convex set of quantum channels studied in \$2.3.3.

### 2.3.1 Affine space and convex set

A vector space $V$ over a field $\mathbb{F}($ e.g. $\mathbb{R}$ or $\mathbb{C})$ is the linear span of its basis $\left\{e_{i}\right\}$

$$
\begin{equation*}
V \equiv \operatorname{span}\left(\left\{e_{i}\right\}\right)=\left\{\sum_{i} \lambda_{i} e_{i} \mid \lambda_{i} \in \mathbb{F}\right\} . \tag{2.55}
\end{equation*}
$$

An element $v \in V$ can be written as a linear combination of its basis $v=\sum_{i} \lambda_{i} e_{i}, \lambda_{i} \in \mathbb{F}$. The dimension of $V$ is $\operatorname{dim} V=|e|$, with $|e|$ denoting the cardinality of the set $\left\{e_{i}\right\}$. Note a basis of a vector space can be defined as a linearly independent set of vectors which spans the vector space. The basis of a vector space is not unique, yet there exists an orthonormal basis such that $e_{i}^{*} e_{j}=\delta_{i j}$. A set of vectors $\left\{\boldsymbol{x}_{i}\right\}$ is linearly independent iff the determinant of the matrix $\left(\boldsymbol{x}_{i}\right)$ is nonzero.

Affine space $A$ over a field $\mathbb{F}$ is the affine span of its affine basis $\left\{f_{i}\right\}$

$$
\begin{equation*}
A \equiv \operatorname{aff}\left(\left\{f_{i}\right\}\right)=\left\{\sum_{i} \alpha_{i} f_{i} \mid \alpha_{i} \in \mathbb{F}, \sum_{i} \alpha_{i}=1\right\} \tag{2.56}
\end{equation*}
$$

An element $a \in A$ can be written as an affine combination of its affine basis $a=\sum_{i} \alpha_{i} f_{i}$ with $\sum_{i} \alpha_{i}=1, \alpha_{i} \in \mathbb{F}$. The dimension of an affine space is $\operatorname{dim} A=|f|-1$, with $|f|$ being the size of $\left\{f_{i}\right\}$. Also a set of vectors $\left\{\boldsymbol{x}_{i}\right\}$ is affinely independent iff the determinant of the matrix $\left(\boldsymbol{x}_{i}^{\prime}\right)$ is nonzero, for $\boldsymbol{x}_{i}^{\prime}:=\left(1, \boldsymbol{x}_{i}\right)$. An affine basis of an affine space is an affinely independent set of vectors which spans the affine space.

The dimension of a set $\mathscr{S} \subset V$ in a vector space $V$ is the dimension of the smallest affine subspace $A \subset V$ containing the set, $\mathscr{S} \subset A \subset V$. A set $\mathscr{S}$ is convex if

$$
\begin{equation*}
(1-\lambda) x+\lambda y \in \mathscr{S}, \forall x, y \in \mathscr{S}, \lambda \in(0,1) \tag{2.57}
\end{equation*}
$$

The convex hull of a set $\mathscr{S}$ is the smallest convex set that contains $\mathscr{S}$, denoted by conv $\mathscr{S}$. There are alternative ways to define convex hull; e.g., it may be defined as the intersection of all convex sets containing it, or as the set of all convex combinations of points in it. The convex hull of a convex set is the same with the convex set itself. A compact convex set is called a convex body. For instance, the set of density matrices is a convex body.
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Figure 2.2: Example of two-dimensional closed (a) convex set, (b) polygon, and (c) simplex.

A point in a convex set is extreme if it is not a relative interior point of a line segment in the set. Alternatively, an extreme point (vertex) is a point which can not be written as convex combination of other points of the set. A polytope is a convex set such that it is the convex hull of its finite number of extreme points. Note we focus on convex polytope, although there are also concave ones [98, 99]. Generically, a polytope can be understood as a convex set with sharp boundaries (hyperplanes). The dimension of a polytope is the dimension of the smallest affine subspace containing the polytope. A $k$-simplex is a $k$-dimensional polytope that is the convex hull of its $k+1$ vertices, and element of a simplex is the convex sum of $k+1$ vertices. Examples of two-dimensional closed convex set, polytope, and simplex are shown in Fig. 2.2.

### 2.3.2 Examples of convex sets

### 2.3.2.1 The set of doubly stochastic matrices

A real $d \times d$ matrix is doubly stochastic if all its entries are nonnegative and the sum of the entries in each row and column equals 1. A $d \times d$ matrix is a permutation if, in each row and column, there exists one 1 with all other entries 0 . It is easy to see that the set of doubly stochastic matrices is convex.

Theorem 8 (Birkhoff [98]). The set of $d \times d$ doubly stochastic matrices is the convex hull of the $d \times d$ permutation matrices and each permutation matrix is an extreme point of this set.

The permutation matrices form the permutation group $S_{d}$, which has order $d$ !. The convex set of doubly stochastic matrices is a polytope, known as a Birkhoff polytope. The

Birkhoff polytope of doubly stochastic matrices has $d!$ vertices, $d^{2}$ facets, and dimension $(d-1)^{2}$. The dimension is computed as follows: there are $d^{2}$ elements in a matrix, and there are $2 d-1$ constraints from the doubly stochastic condition, so there are $d^{2}-2 d+1=(d-1)^{2}$ independent variables, which equals the dimension. It is obvious that the Birkhoff polytope is not a simplex. One crucial fact is that this theorem does not directly generalize to the quantum case [100].

### 2.3.2.2 The set of contractions

A $d \times d$ matrix $A$ is a contraction if its largest singular value is no larger than 1, i.e., $\|A\| \leq 1$. We use $A \leq 1$ to indicate that $A$ is a contraction for simplicity. One important relation between contractions and unitary matrices is revealed by the following theorem.

Theorem 9 ([101]). A matrix is a contraction if and only if it is a finite convex combination of unitary matrices.

As there are infinite number of unitary matrices, the set of contractions form a $d^{2}$ dimensional convex set, not a polytope. A constructive proof of this theorem [101] is reviewed below.

Proof. Suppose the singluar-value decomposition (SVD) of a contraction $A$ is $A=U S V$, for unitary matrices $U$ and $V$, and the diagonal matrix $S$ of its singular values $1 \geq s_{1} \geq s_{2} \geq$ $\cdots \geq s_{r} \geq 0, r \leq d$ is the rank of $A$. Define diagonal matrices $D_{i}:=\operatorname{diag}(1,1, \ldots, 1,0, \ldots, 0)$ with the number of 1 as $i=0,1, \ldots, r$. Then $S=\left(1-s_{1}\right) D_{0}+\left(s_{1}-s_{2}\right) D_{1}+\cdots\left(s_{r-1}-\right.$ $\left.s_{r}\right) D_{r-1}+s_{r} D_{r}$. Define $F_{i}:=\operatorname{diag}(0,0, \ldots, 0,-1, \ldots,-1)$ with the number of 0 as $i=$ $0,1, \ldots, r$. Then $E_{i}:=D_{i}+F_{i}$ is unitary. We find $D_{i}=\left(\mathbb{1}+E_{i}\right) / 2$. Then

$$
\begin{equation*}
S=\frac{s_{1}}{2} \mathbb{1}+\frac{s_{r}}{2} E_{r}+\frac{1}{2} \sum_{i=1}^{r-1}\left(s_{i}-s_{i+1}\right) E_{i} . \tag{2.58}
\end{equation*}
$$

With $U$ and $V$, the matrix $A$ is decomposed into a sum of $r+1$ unitary matrices. If $r=d$, then $E_{r}=\mathbb{1}, S=\frac{1}{2}\left(s_{1}+s_{d}\right) \mathbb{1}+\frac{1}{2} \sum_{i=1}^{d-1}\left(s_{i}-s_{i+1}\right) E_{i}$, the matrix $A$ is decomposed into a sum of $d$ unitary matrices.

### 2.3.2.3 The set of positive semidefinite matrices

The set of $d \times d$ positive semi-definite matrices is also convex, yet it is neither a polytope nor simplex. The dimension of the set is $d^{2}$. The vertices (extreme points) are rank-one matrices. We are interested in the set of density operators, which are required to be trace one. The dimension of the set of $d \times d$ density operators $\mathscr{D}(\mathscr{H})$ is $d^{2}-1$. It is straightforward to see that a $d \times d$ density operator is a convex sum of at most $d$ pure states from eigenvalue decomposition.

The geometry of $\mathscr{D}(\mathscr{H})$ is nontrivial. For qubit state, see example 1 , the set of density operators forms the Bloch ball, with pure states on the sphere $\left(S^{2} \cong P \mathbb{C}^{2}\right)$ while the interior for all mixed states, and the center is the maximally mixed state. Any transformation $U \in S U(2)$ corresponds to a rotation of the Bloch ball. Using the affine map representation in Pauli basis $\left\{\sigma_{i}\right\}$, see $\$ 2.1 .2$, a qubit state is represented by a polarization vector $\boldsymbol{p}$ and a unitary operator $U$ maps to an orthogonal matrix $R \in S O(3)$ such that

$$
U \mapsto\left(\begin{array}{ll}
1 & 0  \tag{2.59}\\
0 & R
\end{array}\right)
$$

The action of $U$ on $\rho$ can be interpreted as a rotation of $\boldsymbol{p}$ by $R$, i.e. $\boldsymbol{p} \mapsto R \boldsymbol{p}$. Since $S U(2) / \mathbb{Z}_{2} \cong S O(3)$, any orthogonal matrix $R$ corresponds to a unitary evolution $U$. More generally, a qubit quantum channel induces a shift and distortion of the qubit Bloch ball instead of a simple rotation.

The picture for qubit states does not hold for higher-dimensional cases. For qutrit case, a unitary operator $U \in S U(3)$ does not always exist given an orthogonal rotation $R \in S O(8)$ since $S O(8) \supset S U(3)$. This is consistent with the fact that the set of qutrit states does not form a higher-dimensional ball; instead, it is only a subset of the ball, see e.g. Ref. [91].

### 2.3.3 The set of quantum channels

Quantum channels acting on a qudit system form a convex set, denoted as $\mathscr{S}$. The convexity means, namely, for $\mathcal{E}_{1}, \mathcal{E}_{2} \in \mathscr{S}$, the convex combination $p \mathcal{E}_{1}+(1-p) \mathcal{E}_{2}$ also lives in the set. For a system state $\rho$, the state $p \mathcal{E}_{1}(\rho)+(1-p) \mathcal{E}_{2}(\rho)$ is still a valid state. More generally, the set of completely positive, trace-decreasing mappings with fixed $\sum_{i=0}^{r-1} K_{i}^{\dagger} K_{i}:=K \leq \mathbb{1}$ also forms a convex set, denoted as $\mathscr{S}(K)$. Clearly, $\bigcup_{K} \mathscr{S}(K) \supset \mathscr{S}$. The dimension of the set $\mathscr{S}(K)$ and also $\mathscr{S}$ is both $d^{2}\left(d^{2}-1\right)$, since there are $d^{4}$ entries in the Choi state $\mathcal{C}$ (2.26), and $d^{2}$ constraints, which is from the partial trace of the Choi state. In this thesis, we focus on trace-preserving case, i.e. quantum channels.

Next we focus on the set of qudit channels $\mathscr{S}$ and we will study several subsets of $\mathscr{S}$. One important subclass of channels is the unital channel. A channel is unital if it preserves identity $\mathcal{E}_{\mathrm{u}}(\mathbb{1})=\mathbb{1}$, and $\mathcal{E}_{\mathrm{u}} \in \mathscr{S}_{\mathrm{u}}$, the set of unital channels. The set $\mathscr{S}$ contains both unital and nonunital channels. The following theorem is important for relating unital channels to unitary channels.

Theorem 10 ([100]). The following statements are equivalent:

1. A channel $\mathcal{E}$ is unital.
2. A channel $\mathcal{E}$ is an affine combination of unitary channels $\mathcal{E}=\sum_{i} a_{i} \mathcal{U}_{i}$, with $\sum_{i} a_{i}=1$, and $a_{i} \in \mathbb{R}$.
3. The affine representation $\mathcal{T}$ of $\mathcal{E}$ can be written as a convex sum $\mathcal{T}=\sum_{\alpha} p_{\alpha} W_{\alpha}$ for unitary matrices $W_{\alpha}$.

The proof details can be found in Ref. [100], which employs the norm properties of unital channels and the convex set property of contractions. Note that this theorem does not imply $\mathcal{E}_{\mathrm{u}}=\sum_{\alpha} p_{\alpha} \mathcal{W}_{\alpha}$, since $W_{\alpha}$ does not correspond to unitary operator, in which case there exists unitary operator $U_{\alpha}$ such that $W_{\alpha}=U_{\alpha} \otimes U_{\alpha}^{*}$.

This theorem manifests that the coefficients $a_{i}$ could be negative. As a result, a subset of unital channels is called mixing unitary channels, for which a mixing unitary channel takes
the form $\mathcal{E}=\sum_{i} p_{i} U_{i} \cdot U_{i}^{\dagger}$ for unitary operators $U_{i}$ and probability $p_{i}$. The set of mixing unitary channels is also convex, denoted as $\mathscr{S}_{\text {mu }}$.

There also exists a subset $\mathscr{S}_{\text {gd }}$, which is the set of generalized depolarizing channels with respect to a basis. A generalized depolarizing channel with respect to a basis $\left\{M_{\alpha}\right\}$, denoted as $\mathcal{E}_{\mathrm{gd}} \in \mathscr{S}_{\mathrm{gd}}$, has a diagonal distortion matrix $\Lambda$ in the affine map representation

$$
\mathcal{E}_{\mathrm{gd}} \mapsto \mathcal{T}_{\mathrm{gd}}=\left(\begin{array}{cc}
1 & 0  \tag{2.60}\\
0 & \Lambda
\end{array}\right)
$$

with $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{d^{2}-1}\right)$. If each $M_{\alpha}$ is hermitian, then $\lambda_{i} \in \mathbb{R}$.
Not all mixing unitary channels has a diagonal distortion matrix, that is, $\mathscr{S}_{\mathrm{gd}} \subset \mathscr{S}_{\mathrm{mu}}$. The reason is as follows. For a non-diagonal distortion matrix $T$, it can be diagonalized from SVD (or eigenvalue decomposition) as $T=O_{1} D O_{2}$ for orthogonal matrices $O_{1}$ and $O_{2}$. However, an orthogonal matrix may not correspond to a unitary operator since $S U(d) \subset S O\left(d^{2}-1\right)$. As a result, we have the following subset structure

$$
\begin{equation*}
\mathscr{S} \supset \mathscr{S}_{\mathrm{u}} \supset \mathscr{S}_{\mathrm{mu}} \supset \mathscr{S}_{\mathrm{gd}} . \tag{2.61}
\end{equation*}
$$

The set $\mathscr{S}_{\mathrm{gd}}$ has a nice geometry. For the ease of terminology here, in the affine representation of a channel the vector formed by the diagonal elements in the distortion matrix $T$ is called distortion vector living in distortion space.

Theorem 11 (Burrell [87]). With respect to Heisenberg-Weyl basis [2), $\mathscr{S}_{\mathrm{gd}}$ is a simplex $\boldsymbol{\Delta}$ in the distortion space.

Proof. The boundary of $\mathscr{S}_{\mathrm{gd}}$ is formed by $\left\{\lambda_{i}=0\right\}$ for $\left\{\lambda_{i}\right\}$ the set of eigenvalues of the Choi state of generalized depolarizing channels. In terms of distortion coefficients, each $\lambda_{i}$ is a linear function thus forming a hyperplane. That is, the set $\mathscr{S}_{\mathrm{gd}}$ is a polytope with $d^{2}$ extreme points. As there are $d^{2}-1$ distortion coefficients, the distortion space is of dimension $d^{2}-1$, and then the polytope reduces to a simplex, denoted by $\boldsymbol{\Delta}$.

The set $\mathscr{S}_{\mathrm{gd}}$ is a $\left(d^{2}-1\right)$-simplex. A vertex ( 0 -facet) corresponds to a rank-one channel, an edge (1-facet) corresponds to a rank-two channel, and a face (2-facet) corresponds to a rank-three channel, etc. It follows that a generalized depolarizing channel $\mathcal{E}_{\text {gd }}$ can be written as a convex combination of its extreme channels

$$
\begin{equation*}
\mathcal{E}_{\mathrm{gd}}(\rho)=\sum_{j k} p_{j k} M_{j k} \rho M_{j k}^{\dagger} \tag{2.62}
\end{equation*}
$$

for Heisenberg-Weyl operators $M_{j k}$. For the $n$-qubit case, the Heisenberg-Weyl basis is equivalent to the Pauli basis (in tensor product form). The set $\mathscr{S}_{\text {gd }}$ in the Pauli basis also forms a simplex.

For the single qubit case, it turns out the geometry is simplified. An extreme unital qubit channel is just a unitary operator. As the result, any qubit unital channel can be written as a convex sum of four unitary operators, and the set of unital channels forms a tetrahedron. Further, every mixing unitary channel is unitarily equivalent to a Pauli depolarizing channel. Then $\mathscr{S}_{\mathrm{u}}=\mathscr{S}_{\mathrm{mu}}=\mathscr{S}_{\mathrm{gd}}$ for qubit case. This can be shown in the affine form. For a mixing unitary channel, the distortion matrix $R$ can be diagonalized using SVD as $R=V \Lambda W$ for positive diagonal matrix $\Lambda$. The orthogonal matrices $V$ and $W$ can be each mapped to a unitary operator $U_{V}$ and $U_{W}$, and the distortion matrix $\Lambda$ specifies a Pauli channel. Then, a mixing unitary channel can be realized by the composition of a prior unitary operator $U_{W}$, a posterior unitary operator $U_{V}$, and a Pauli channel.

Example 4 (The tetrahedron of qubit unital channels). For a qubit ( $d=2$ ), $M_{00}=\mathbb{1} \equiv$ $\sigma_{0}, M_{10}=X \equiv \sigma_{1}, i M_{11}=Y \equiv \sigma_{2}$, and $M_{01}=Z \equiv \sigma_{3}$ are the set of Pauli matrices $\left\{\sigma_{i}\right\},(i=0,1,2,3)$. The set of unital channels form a tetrahedron, which has four 0 -facets (vertices), six 1-facets (edges), and four 2-facets (faces). The four vertices correspond to rank-one unitary channels which are the Pauli operators $\sigma_{i}$.

Example 5 (The simplex of qutrit genearalized depolarizing channels). For a qutrit ( $d=$ 3), $\omega:=e^{i 2 \pi / 3}$, and the Heisenberg-Weyl basis is provided in Eq. (2.9. The set of qutrit
genearalized depolarizing channels form an eight-simplex, which has nine 0-facets (vertices), 361 -facets (edges), and 84 2-facets (faces). The nine vertices correspond to rank-one unitary channels which are the Heisenberg-Weyl basis operators $M_{j k}$.

### 2.4 Conclusion

In this chapter we have analyzed primary results relating to quantum channels. In particular, norms on superoperators and some inequalities on superoperators are important for a proper definition of simulation accuracy. Also we have seen that the set of quantum channels is a peculiar convex set, which has extreme points corresponding to channels with ranks bigger than one. The convex-set properties of quantum channels is the starting point for the design of quantum channel simulation algorithm.

## Chapter 3

## Quantum channel decomposition and simulation

In this chapter we present the quantum channel decomposition theory and algorithm in terms of convex sum of generalized extreme channels, which have been published in our paper [102]. Quantum channel decomposition based on extreme channels has been an open problem since 2007 from Ruskai's conjecture [72], while such decomposition is appealing and beneficial for quantum simulation for the sake of resource consumption. We have developed an approximate decomposition algorithm that has been demonstrated for low-dimensional cases, including the qubit, qutrit, and two-qubit channels.

In 8.1 we provide a detailed characterization of extreme and generalized extreme channels, including the Kraus operator-sum, Choi state, and quantum circuit representations relying on Choi's theorem on extreme channels [56] and Ruskai's description of generalized extreme channels [72]. Next we present our quantum channel simulation algorithm based on the convex sum decomposition, and we construct an optimization algorithm for the design of quantum channel simulator circuit in $\$ 3.2$. In $\$ 3.3$ we also compare different strategies for channel decomposition and simulation, and then conclude in $\$ 3.4$.

### 3.1 Extreme quantum channels

Before our study of quantum channel decomposition problem, we first focus on extreme and generalized extreme quantum channels. We start from the review of their mathematical characterizations, and then we present our constructions of extreme and generalized extreme channels, including the Kraus operator-sum, Choi state, and quantum circuit representations.

### 3.1.1 Mathematical characterization

First we review and analyze the mathematical characterization of extreme quantum channels, which is the foundation for channel simulation. From convex set theory, a channel is extreme if it cannot be written as a convex combination of other channels. For instance, unitary channels specified by unitary operators are extreme. The first mathematical characterization of extreme channels is provided by Choi [56] in his seminal work on CP mappings.

Choi's theorem is for CP mappings with a condition on the unitality, i.e., the action on the identity operator $\mathbb{1}$. We first review this theorem, and then we apply it for the case with a condition on the trace, which is more suitable for the study of quantum channels in Schrödinger picture. Denote the set of CP mappings $\mathcal{N}: \mathscr{D}_{n} \rightarrow \mathscr{D}_{m}$ with Kraus operators $\left\{K_{i}\right\}$ and $\sum_{i} K_{i}^{\dagger} K_{i}=L, \sum_{i} K_{i} K_{i}^{\dagger}=K$ by $\mathscr{S}_{n, m}(K, L)$. When there is no condition on the trace, we denote the set as $\mathscr{S}_{n, m}(K, \varnothing)$, and when there is no condition on the unitality, we denote the set as $\mathscr{S}_{n, m}(\varnothing, L)$.

Theorem 12 (Choi's theorem [56]). Let a CP mapping $\mathcal{N}: \mathscr{D}_{n} \rightarrow \mathscr{D}_{m}$. Then $\mathcal{N}$ is extreme in $\mathscr{S}_{n, m}(K, \varnothing)$ iff $\mathcal{N}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger}$ with $\sum_{i} K_{i} K_{i}^{\dagger}=\mathcal{N}(\mathbb{1})=K$ and $\left\{K_{j} K_{i}^{\dagger}\right\}$ is linearly independent.

Proof. The "only if" part. We need to prove that if a map is extreme, then the set $\left\{K_{j} K_{i}^{\dagger}\right\}$ is linearly independent; that is $\sum_{i j} \lambda_{i j} K_{j} K_{i}^{\dagger}=0$ for unique solution $\lambda_{i j}=0$. Let $\mathcal{N}(\rho)=$ $\sum_{i} K_{i} \rho K_{i}^{\dagger}$, define $\Psi_{ \pm}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger} \pm \sum_{i j} \lambda_{i j} K_{j} \rho K_{i}^{\dagger}$. The parameters $\lambda_{i j}$ form a matrix $\Lambda$, without loss of generality, suppose $\Lambda$ is hermitian and $-\mathbb{1} \leq \Lambda \leq \mathbb{1}$. Define $P:=\Gamma^{\dagger} \Gamma=\Lambda+\mathbb{1}$ for $\Gamma=\left[\gamma_{i j}\right]$, then $P_{j \ell}=\sum_{i} \gamma_{i j}^{*} \gamma_{i \ell}=\delta_{j \ell}+\lambda_{j \ell}$. Let $W_{i}=\sum_{j} \gamma_{i j} K_{j}$, then

$$
\begin{align*}
\Psi_{+}(\rho) & =\sum_{i} W_{i} \rho W_{i}^{\dagger} \\
& =\sum_{i}\left(\sum_{\ell} \gamma_{i \ell} K_{\ell}\right) \rho\left(\sum_{j} \gamma_{i j}^{*} K_{j}^{\dagger}\right) \\
& =\sum_{j \ell}\left(\delta_{j \ell}+\lambda_{j \ell}\right) K_{\ell} \rho K_{j}^{\dagger}, \tag{3.1}
\end{align*}
$$

and $\sum_{i} W_{i} W_{i}^{\dagger}=K$. This means $\Psi_{+}$is a CP map. Also $\Psi_{-}$is a CP map. From $\mathcal{N}=$ $\left(\Psi_{+}+\Psi_{-}\right) / 2$ and that $\mathcal{N}$ is extreme, we find $\mathcal{N}=\Psi_{+}=\Psi_{-}$. Then $\Gamma$ is an isometry which implies $\Lambda=0$.

The "if" part. We need to prove linearly independence implies $\mathcal{N}$ is extreme. Suppose $\mathcal{N}=\left(\Psi_{1}+\Psi_{2}\right) / 2$ with $\Psi_{1}(\rho)=\sum_{p} W_{p} \rho W_{p}^{\dagger}$ and $\Psi_{2}(\rho)=\sum_{q} Z_{q} \rho Z_{q}^{\dagger}$, and $\sum_{p} W_{p} W_{p}^{\dagger}=$ $\sum_{q} Z_{q} Z_{q}^{\dagger}=\sum_{i} K_{i} K_{i}^{\dagger}$. We can let $W_{p}=\sum_{i} u_{p i} K_{i}$, then $\sum_{p} W_{p} W_{p}^{\dagger}=\sum_{p i j} u_{p i}^{*} u_{p j} K_{j} K_{i}^{\dagger}$, which means $\left[u_{p i}\right]$ is an isometry. Then $\mathcal{N}=\Psi_{1}$, and $\mathcal{N}$ is extreme.

A recast of Choi's theorem for the case with the trace condition is as follows. The proof method is essentially the same, yet for completeness, we still include the proof below.

Theorem 13 (Choi's theorem for $\mathscr{S}_{n, m}(\varnothing, L)$ ). Let a CP mapping $\mathcal{N}: \mathscr{D}_{n} \rightarrow \mathscr{D}_{m}$. Then $\mathcal{N}$ is extreme in $\mathscr{S}_{n, m}(\varnothing, L)$ iff $\mathcal{N}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger}$ with $\sum_{i} K_{i}^{\dagger} K_{i}:=\mathcal{N}^{t}(\mathbb{1})=L$ and $\left\{K_{i}^{\dagger} K_{j}\right\}$ is linearly independent.

Proof. The "only if" part. We need to prove that if a channel is extreme, then the set $\left\{K_{i}^{\dagger} K_{j}\right\}$ is linearly independent; that is $\sum_{i j} \lambda_{i j} K_{i}^{\dagger} K_{j}=0$ for unique solution $\lambda_{i j}=0$. Let $\mathcal{N}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger}$, define $\Psi_{ \pm}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger} \pm \sum_{i j} \lambda_{i j} K_{j} \rho K_{i}^{\dagger}$. The parameters $\lambda_{i j}$ form a matrix $\Lambda$, without loss of generality, suppose $\Lambda$ is hermitian and $-\mathbb{1} \leq \Lambda \leq \mathbb{1}$. Define $P:=\Gamma^{\dagger} \Gamma=\Lambda+\mathbb{1}$ for $\Gamma=\left[\gamma_{i j}\right]$, then $P_{j \ell}=\sum_{i} \gamma_{i j}^{*} \gamma_{i \ell}$. Let $W_{i}=\sum_{j} \gamma_{i j} K_{j}$,

$$
\begin{align*}
\Psi_{+}(\rho) & =\sum_{i} W_{i} \rho W_{i}^{\dagger} \\
& =\sum_{i}\left(\sum_{\ell} \gamma_{i \ell} K_{\ell}\right) \rho\left(\sum_{j} \gamma_{i j}^{*} K_{j}^{\dagger}\right) \\
& =\sum_{j \ell}\left(\delta_{j \ell}+\lambda_{j \ell}\right) K_{\ell} \rho K_{j}^{\dagger} \tag{3.2}
\end{align*}
$$

and $\sum_{i} W_{i}^{\dagger} W_{i}=L$. This means $\Psi_{+}$is a CP map. Also $\Psi_{-}$is a CP map. From $\mathcal{N}=$ $\left(\Psi_{+}+\Psi_{-}\right) / 2$ and that $\mathcal{N}$ is extreme, we find $\mathcal{N}=\Psi_{+}=\Psi_{-}$. Then $\Gamma$ is an isometry which implies $\Lambda=0$.

The "if" part. We need to prove linearly independence implies extreme. Suppose $\mathcal{N}=$ $\left(\Psi_{1}+\Psi_{2}\right) / 2$ with $\Psi_{1}(\rho)=\sum_{p} W_{p} \rho W_{p}^{\dagger}$ and $\Psi_{2}(\rho)=\sum_{q} Z_{q} \rho Z_{q}^{\dagger}$, and $\sum_{p} W_{p}^{\dagger} W_{p}=\sum_{q} Z_{q}^{\dagger} Z_{q}=$ $\sum_{i} K_{i}^{\dagger} K_{i}$. We can let $W_{p}=\sum_{i} u_{p i} K_{i}$, then $\sum_{p} W_{p}^{\dagger} W_{p}=\sum_{p i j} u_{p i}^{*} u_{p j} K_{i}^{\dagger} K_{j}$, which means [ $\left.u_{p i}\right]$ is an isometry. Then $\mathcal{N}=\Psi_{1}$, and $\mathcal{N}$ is extreme.

Furthermore, we introduce the following corollaries for CPTP, unital CP, and unital CPTP extreme mappings, and the proofs of them are straightforward.

Corollary 14 (Extreme CPTP mappings, i.e. quantum channels). $A$ channel $\mathcal{E} \in \mathscr{S}_{n, m}(\varnothing, \mathbb{1})$ is extreme iff $\mathcal{E}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger}$ with $\sum_{i} K_{i}^{\dagger} K_{i}=\mathcal{E}^{t}(\mathbb{1})=\mathbb{1}$ and $\left\{K_{i}^{\dagger} K_{j}\right\}$ is linearly independent.

We find that $\left\{K_{i}^{\dagger} K_{j}\right\}$ forms a basis for the space $\mathscr{D}_{n}$, so the rank of an extreme CPTP channel is upper bounded by $n$.

Corollary 15 (Extreme unital CP mappings). A mapping $\mathcal{N} \in \mathscr{S}_{n, m}(\mathbb{1}, \varnothing)$ is extreme iff $\mathcal{N}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger}$ with $\sum_{i} K_{i} K_{i}^{\dagger}=\mathcal{N}(\mathbb{1})=\mathbb{1}$ and $\left\{K_{j} K_{i}^{\dagger}\right\}$ is linearly independent.

We find that $\left\{K_{j} K_{i}^{\dagger}\right\}$ forms a basis for space $\mathscr{D}_{m}$, so the rank of an extreme unital CP mapping is upper bounded by $m$.

The set of unital CP mappings is also convex, so a unital CP mapping is in the convex hull of its extreme points. According to Birkhoff's theorem8, which states that doubly stochastic matrices are in the convex hull of permutations, one might expect that the quantum version is that unital CP mappings, which are doubly stochastic CP mappings, are in the convex hull of unitary operators. This turns out not to be true according to Theorem 10, since there are unital CP mappings which are not a convex combination of unitary operators. The reason is that there are extreme points with rank bigger than one for the set of unital CP mappings, demonstrated by Landau and Streater's theorem.

Theorem 16 (Landau and Streater [103]). A mapping $\mathcal{N} \in \mathscr{S}_{n, m}(K, L)$ is extreme iff $\mathcal{N}(\rho)=\sum_{i} K_{i} \rho K_{i}^{\dagger}$ with $\sum_{i} K_{i}^{\dagger} K_{i}=\mathcal{N}^{t}(\mathbb{1})=L, \sum_{i} K_{i} K_{i}^{\dagger}=\mathcal{E}(\mathbb{1})=K$ and $\left\{K_{i}^{\dagger} K_{j}\right\}$ and $\left\{K_{j} K_{i}^{\dagger}\right\}$ are both linearly independent.

This theorem directly applies to the case of unital channels. Also it is clear that the condition for unital extreme channels is weaker than that for extreme channels. It follows that the rank of an extreme unital channel is bounded above by $\sqrt{2} d$, which is bigger than that for a general extreme channel. This implies, for the implementation of extreme channel, the extreme unital channel requires larger ancillary dimension than a general extreme channel. Also since one unital channel is also in the convex hull of general extreme channels, we can use the same method for the simulation of unital and nonunital channels, and we do not need to employ convex combination of extreme unital channels.

Furthermore, one important property of extreme channel is the unitary invariance stated as follows. For simplicity, we term the linear-independence condition on Kraus operators as the extremality of a CP mapping.

Proposition 17. The extremality of an extreme $C P$ mapping $\mathcal{N}^{e}$ remains under the composition with initial and final unitary channels, denoted as $\mathcal{V}$ and $\mathcal{W}$, respectively. That is, $\mathcal{W N}^{\mathrm{e}} \mathcal{V}$ is also extreme.

Proof. The proof is straightforward by observing that the linear-independence condition of Kraus operators is irrelevant with initial and final unitary channels.

The extreme channels also form a set, yet not closed. Generally for the set $\mathscr{S}_{n, m}$ define the set of rank up to $n$ channels as $\mathscr{S}_{n, m}^{\leq n}$. A channel $\mathcal{E} \in \mathscr{S}_{n, m}^{\leq n}$ is called a generalized extreme channel [72], which may be extreme if the linearly independence condition is satisfied, quasiextreme if not. The following theorem is originally due to Ruskai [72], while here we include it in a more compact way for the understanding of generalized extreme channels.

Theorem 18 (Ruskai's theorem [72]). The set $\mathscr{S}_{n, m}^{\leq n}$ is the closure of the set of extreme channels in $\mathscr{S}_{n, m}$.

Proof. The method is to prove that a not-extreme channel in $\mathscr{S}_{n, m}^{\leq n}$ is arbitrarily close to an extreme channel. Suppose a channel $\Phi \in \mathscr{S}_{n, m}^{\leq n}$ is not extreme and its Kraus operators are $\left\{A_{k}\right\}$ for $0 \leq k \leq r-1$. If $r<n$, we can add new Kraus operators $A_{m}=0$ to form a rank- $n$ channel. That is, without loss of generality, we can let the rank of $\Phi$ be $n$. Let $\mathcal{E}$ be a rank- $n$ extreme channel with Kraus operators $B_{k}$. Define $C_{k}:=A_{k}+\epsilon B_{k}$. Then the set $\left\{C_{j}^{\dagger} C_{k}\right\}$ can be linearly independent. Define $M:=\left[\operatorname{res} C_{j}^{\dagger} C_{k}\right]$ as the matrix with each column as the reshaping vector for each $C_{j}^{\dagger} C_{k}$. Then the linear-independence of $\left\{C_{j}^{\dagger} C_{k}\right\}$ is equivalent to $\operatorname{det} M \neq 0$. Suppose the smallest positive root of $\operatorname{det} M$ is $\epsilon_{*}$, then for $\epsilon \in\left(0, \epsilon_{*}\right)$ the set $\left\{C_{j}^{\dagger} C_{k}\right\}$ is linearly independent. Then, Kraus operators $\left\{C_{k} S^{-1 / 2}\right\}$ defines an extreme channel $\Phi(\epsilon)$, with $S=\sum_{k} C_{k}^{\dagger} C_{k}$ a positive operator for some $\epsilon$. Then $\lim _{\epsilon \rightarrow 0} \Phi(\epsilon)=\Phi$, which means $\Phi$ belongs to the closure of the set of extreme channels.

A recent result [104] shows that the set of extreme channels dominates the set of generalized extreme channels from a semi-algebraic geometry approach. For clarity, we denote a generalized extreme channel as $\mathcal{E}^{\mathrm{g}}$, and a quasi-extreme channel as $\mathcal{E}^{\mathrm{q}}$. It is clear that a channel $\mathcal{E}^{\mathrm{q}}$ can be written as a convex sum of at least two extreme channels for its decomposition. Those theorems above are the mathematical starting points of our study.

### 3.1.2 Kraus operator-sum representation of extreme channels

In the following we focus on the representation of extreme qudit channels. For Ruskai's theorem 18, let $n=m:=d$, we find the rank of an extreme qudit channel $\mathcal{E}^{\text {e }}$ is upper bounded by $d$. We denote the set of qudit channels as $\mathscr{S}_{d}$ by indicating the dimension explicitly.

Proposition 19. A rank-d extreme qudit channel $\mathcal{E}^{e} \in \mathscr{S}_{d}$ can be represented by

$$
\begin{equation*}
\mathcal{E}^{\mathrm{e}}(\rho)=\sum_{i=0}^{d-1} K_{i} \rho K_{i}^{\dagger} \tag{3.3}
\end{equation*}
$$

for any Kraus operators satisfying

$$
\begin{equation*}
K_{i}:=W F_{i} V, F_{i}:=X_{i} E_{i}, E_{i}:=\sum_{j=0}^{d-1} a_{i j} Z_{j}, i \in \mathbb{Z}_{d} \tag{3.4}
\end{equation*}
$$

for any unitary operators $V, W \in S U(d)$, provided that $\left\{a_{i j} \in \mathbb{C}\right\}$ is chosen such that the set $\left\{F_{i}^{\dagger} F_{j}\right\}$ is linearly independent and $\sum_{i=0}^{d-1} F_{i}^{\dagger} F_{i}=\mathbb{1}$ is satisfied.

Proof. Per definition, Eq. 3.3 holds for any rank-d extreme qudit channel with $\left\{K_{i}^{\dagger} K_{j}\right\}$ being linearly independent. Thus, the proof focuses on showing that the construction (3.4) yields arbitrary linearly independent operators $\left\{K_{i}^{\dagger} K_{j}\right\}$.

Linear independence of $\left\{K_{i}^{\dagger} K_{j}\right\}$ requires that

$$
\begin{equation*}
\Xi:=\sum_{i, j=0}^{d-1} \gamma_{i j} K_{i}^{\dagger} K_{j}=0 \Longleftrightarrow \gamma_{i j} \equiv 0 \forall i, j \tag{3.5}
\end{equation*}
$$

From Eq. 3.4, $\Xi=V^{\dagger}\left(\sum_{i j} \gamma_{i j} F_{i}^{\dagger} F_{j}\right) V$. This is a unitary conjugation of the sum in parentheses so we ignore $V$ in the proof. Therefore, we need to require linear independence of $\left\{F_{i}^{\dagger} F_{j}\right\}$. For

$$
\begin{equation*}
b_{i \mu \nu}:=\sum_{k, l=0}^{d-1} a_{i k}^{*} a_{i+\mu, l} \mathrm{e}^{\mathrm{i} 2 \pi[\mu l+\nu(l-k)] / d}, \mu \in \mathbb{Z}_{d} \tag{3.6}
\end{equation*}
$$

we observe that $F_{i}^{\dagger} F_{i+\mu}=\sum_{\nu=0}^{d-1} b_{i \mu \nu}|\nu\rangle\langle\nu+\mu|$, which yields $\operatorname{tr}\left[\left(F_{i}^{\dagger} F_{i+\mu}\right)^{\dagger} F_{j}^{\dagger} F_{j+\mu^{\prime}}\right]=0$ for $\mu \neq \mu^{\prime}$. Now we partition

$$
\begin{equation*}
\left\{F_{i}^{\dagger} F_{i+\mu} ; i, \mu \in \mathbb{Z}_{d}\right\} \rightarrow\left\{\left\{F_{i}^{\dagger} F_{i+\mu} ; i \in \mathbb{Z}_{d}\right\} ; \mu \in \mathbb{Z}_{d}\right\} \tag{3.7}
\end{equation*}
$$

For $\left\{F_{i}^{\dagger} F_{i+\mu}\right\}$ to be a linearly independent set, each subset must be linearly independent. For each subset, $\Xi_{\mu}:=\sum_{i=0}^{d-1} \gamma_{i, i+\mu} F_{i}^{\dagger} F_{i+\mu}$ so $\Xi=\sum_{\mu=0}^{d-1} \Xi_{\mu}$. Then $\Xi \equiv 0$ implies $\Xi_{\mu} \equiv 0 \forall \mu$.

Now we establish linear independence of $\left\{F_{i}^{\dagger} F_{j}\right\}$ by constraining each subset 3.7. First we map each matrix $F_{i}^{\dagger} F_{i+\mu}$ to a vector $\boldsymbol{b}_{i \mu}:=\left(b_{i \mu \nu}\right)$. Then linear independence of $\left\{F_{i}^{\dagger} F_{i+\mu}\right\}$ can be ensured by the condition that the determinant of each matrix $B_{\mu}:=\left(\boldsymbol{b}_{i \mu}\right)$ is nonzero; i.e. $\operatorname{det} B_{\mu} \neq 0 \forall \mu$ (except for a subset of values of $a_{i j}$ of measure zero). Then $\Xi_{\mu} \equiv 0$ implies $\gamma_{i, i+\mu} \equiv 0 \forall i, \mu$, which establishes linear independence of $\left\{F_{i}^{\dagger} F_{j}\right\}$ hence also $\left\{K_{i}^{\dagger} K_{j}\right\}$.

As $\left\{F_{i}^{\dagger} F_{j}\right\}$ spans $\mathscr{L}(\mathscr{H})$, hence a basis, the composition with $V$ and also $W$ ensures that an arbitrary basis $\left\{K_{i}^{\dagger} K_{j}\right\}$ can be realized. Subsequent to this, the proof showing extremality of the channel (3.3) is complete.

Corollary 20. The set of Kraus operators $F_{i}\left(\left\{a_{i j} \in \mathbb{C}\right\}\right)$ has at most $d^{2}-d$ independent real parameters.

Proof. With Prop. 19 and defining $\tilde{a}_{i, l+i}:=\sum_{j=0}^{d-1} a_{i j} \mathrm{e}^{\mathrm{i} 2 \pi(l+i) j / d}$, we find that the unnormalized Choi state $\mathcal{C}^{e}$ corresponding to $\left\{F_{i}\right\}$ is

$$
\begin{equation*}
\mathcal{C}^{\mathrm{e}}=\sum_{i=0}^{d-1} \sum_{k, l=0}^{d-1} \tilde{a}_{i, k+i}^{*} \tilde{a}_{i, l+i}|l, l+i\rangle\langle k, k+i|, \tag{3.8}
\end{equation*}
$$

which is a $d$-sparse, rank- $d$ positive semidefinite matrix with at most $d^{2}$ real parameters. Constrained by normalization, $\left\{F_{i}\right\}$ has at most $d^{2}-d$ independent parameters.

When the set $\left\{K_{i}^{\dagger} K_{j}\right\}$ is not linearly independent our construction (3.4) yields quasiextreme channels, which are in the closure of the set of extreme channels based on Theorem 18. As mentioned in the proof of Prop. 19 and also from Ref. [104], the set of extreme channels dominates the set of all generalized extreme channels. Also both extreme and quasiextreme channels with rank smaller than $d$ can be realized if some of the Kraus operators are zero matrices.

Corollary 21. A rank-d generalized extreme qudit channel $\mathcal{E}^{g} \in \mathscr{S}_{d}$ can be represented by

$$
\begin{equation*}
\mathcal{E}^{\mathrm{g}}(\rho)=\sum_{i=0}^{d-1} K_{i} \rho K_{i}^{\dagger} \tag{3.9}
\end{equation*}
$$

for any Kraus operators satisfying

$$
\begin{equation*}
K_{i}:=W F_{i} V, F_{i}:=X_{i} E_{i}, E_{i}:=\sum_{j=0}^{d-1} a_{i j} Z_{j}, i \in \mathbb{Z}_{d} \tag{3.10}
\end{equation*}
$$

for any unitary operators $V, W \in S U(d)$ and $\sum_{i=0}^{d-1} F_{i}^{\dagger} F_{i}=\mathbb{1}$.

Proof. From the construction, it holds $\operatorname{tr} F_{i}^{\dagger} F_{j}=0$ for $i \neq j$, which means the set $\left\{F_{i}\right\}$ (also $\left\{K_{i}\right\}$ ) is linearly independent. The unitary operators $V$ and $W$ can take this set to an arbitrary linearly independent set with the same cardinality. This proves that the proposed form (3.9) can represent arbitrary rank $\leq d$ channels.

There are extreme channels with different ranks. A rank- $d$ extreme channel can simulate a rank $\leq d$ extreme channel, since a rank $\leq d$ extreme channel can be viewed as a special case of rank- $d$ extreme channel by setting some of its Kraus operators as zero matrix. However, A rank- $d$ extreme channel can not be simulated by sum of rank $\leq d$ extreme channels, since the rank- $d$ extreme channel is extreme.

The prior and posterior unitary operators $V$ and $W$ have different usages. The operator $V$ transfers the basis $\left\{F_{i}^{\dagger} F_{j}\right\}$ to other basis. The action of the operator $W$ is much more transparent in the affine representation, as discussed in $\$ 2.1 .2$. The operator $W$ will change the shift vector due to the affine mapping. That is, operator $V$ does not affect the shift vector, while operator $W$ does not contribute to basis transformation.

Next we extend our construction of extreme channel to multi-partite case, which would be useful for the study in Chapter 5, the two-qubit quantum channel simulation.

Lemma 22. An extreme n-qudit channel $\mathcal{E}^{e} \in \mathscr{S}_{d^{n}}$ is represented by $d^{n}$ Kraus operators $\left\{K_{i}\right\}$ with $d^{2 n}-d^{n}$ independent parameters. The Kraus operators are formed in the following manner: the Heisenberg-Weyl basis for each qudit is partitioned in $d$ parts as an ordered set $\left\{\left\{M_{00}, \ldots, M_{0 d-1}\right\}, \ldots,\left\{M_{d-10}, \ldots, M_{d-1 d-1}\right\}\right\}$, and each Kraus operator takes the form $K_{i}:=W F_{i} V$ for any $W, V \in S U\left(d^{n}\right)$ with

$$
\begin{equation*}
F_{i} \equiv F_{\left(i_{1}, \cdots, i_{n}\right)}=\sum_{j_{1}, \cdots, j_{n}=0}^{d-1} \alpha\left(j_{1}, \cdots, j_{n}\right) M_{i_{1} j_{1}} \otimes M_{i_{2} j_{2}} \otimes \cdots \otimes M_{i_{n} j_{n}} \tag{3.11}
\end{equation*}
$$

where $i \equiv\left(i_{1}, \cdots, i_{n}\right)$ is a tuple of the indices $i_{\ell} \in\{1, \ldots, d\}, \forall \ell \in\{1, \ldots, n\}$ of the $i_{\ell}$-th set of the $\ell$ th qudit, and $M_{i_{\ell} j_{\ell}}$ is one of the basis operator of the $i_{\ell}$-th set of the $\ell$-th qudit. The coefficients $\left\{\alpha\left(j_{1}, \cdots, j_{n}\right) \in \mathbb{C}\right\}$ are chosen such that the set $\left\{F_{i}^{\dagger} F_{j}\right\}$ is linearly independent
and $\sum_{i=0}^{d-1} F_{i}^{\dagger} F_{i}=\mathbb{1}$ is satisfied.

Proof. The proof is similar with that for single qudit extreme channel in Prop. 19. We only need to show that the parameters $\alpha\left(j_{1}, \cdots, j_{n}\right)$ can be chosen arbitrarily to satisfy the linear-independence condition except for a measure-zero special subset. From the proof of single qudit case, we know that $\operatorname{tr}\left[\left(F_{i}^{\dagger} F_{i+\mu}\right)^{\dagger} F_{j}^{\dagger} F_{j+\mu^{\prime}}\right]=0$ for $\mu \neq \mu^{\prime}$. Here we also have such property, except that the index now is $i \equiv\left(i_{1}, \cdots, i_{n}\right)$ and $\mu \equiv\left(\mu_{1}, \cdots, \mu_{n}\right)$. We can then also partition the set $\left\{F_{i}^{\dagger} F_{i+\mu}\right\}$ into orthogonal subsets for different $\mu$. When the set $\left\{F_{i}^{\dagger} F_{j}\right\}$ is linearly dependent, the channel is quasi-extreme.

For multi-qubit channels, we can use Pauli basis $\left\{\sigma_{i}\right\}$ instead, and the next corollary follows straightforwardly.

Corollary 23. An extreme $n$-qubit channel $\mathcal{E}^{e} \in \mathscr{S}_{2^{n}}$ is represented by $2^{n}$ Kraus operators $\left\{K_{i}\right\}$ with $4^{n}-2^{n}$ independent parameters. The Kraus operators are formed in the following manner: the Pauli basis for each qubit is partitioned in two parts as an ordered set $\{\{\mathbb{1}, Z\},\{X, Y\}\}$, and each Kraus operator takes the form $K_{i}:=W F_{i} V$ for any $W, V \in S U\left(2^{n}\right)$ with

$$
\begin{equation*}
F_{i} \equiv F_{\left(i_{1}, \cdots, i_{n}\right)}=\sum_{j_{1}, \cdots, j_{n}=0}^{d-1} \alpha\left(j_{1}, \cdots, j_{n}\right) \sigma_{i_{1} j_{1}} \otimes \sigma_{i_{2} j_{2}} \otimes \cdots \otimes \sigma_{i_{n} j_{n}} \tag{3.12}
\end{equation*}
$$

where $i \equiv\left(i_{1}, \cdots, i_{n}\right)$ is a tuple of the indices $i_{\ell} \in\{1, \ldots, d\}, \forall \ell \in\{1, \ldots, n\}$ of the $i_{\ell}$-th set of the $\ell$-th qubit, and $\sigma_{i_{\ell} j_{\ell}}$ is one of the basis operator of the $i_{\ell}$-th set of the $\ell$-th qubit. The coefficients $\left\{\alpha\left(j_{1}, \cdots, j_{n}\right) \in \mathbb{C}\right\}$ are chosen such that the set $\left\{F_{i}^{\dagger} F_{j}\right\}$ is linearly independent and $\sum_{i=0}^{d-1} F_{i}^{\dagger} F_{i}=\mathbb{1}$ is satisfied.

Example 6 (Two-qubit extreme channel). The four Kraus operators are

$$
\begin{aligned}
& K_{0}=\alpha_{00} \mathbb{1} \otimes \mathbb{1}+\alpha_{01} \mathbb{1} \otimes Z+\alpha_{10} Z \otimes \mathbb{1}+\alpha_{11} Z \otimes Z, \\
& K_{1}=\alpha_{02} \mathbb{1} \otimes X+\alpha_{03} \mathbb{1} \otimes Y+\alpha_{12} Z \otimes X+\alpha_{13} Z \otimes Y, \\
& K_{2}=\alpha_{20} X \otimes \mathbb{1}+\alpha_{21} X \otimes Z+\alpha_{30} Y \otimes \mathbb{1}+\alpha_{31} Y \otimes Z, \\
& K_{3}=\alpha_{22} X \otimes X+\alpha_{23} X \otimes Y+\alpha_{32} Y \otimes X+\alpha_{33} Y \otimes Y,
\end{aligned}
$$

for coefficients $\left\{\alpha_{i j}\right\}$ chosen such that $\left\{K_{i}^{\dagger} K_{j}\right\}$ is linearly independent.
Example 7 (The qubit-qutrit extreme channel). For a qubit-qutrit system, $\mathbb{C}^{6} \cong \mathbb{C}^{2} \otimes \mathbb{C}^{3}$, we can use Pauli basis and Heisenberg-Weyl basis together. The six Kraus operators are
$K_{0}=\alpha_{00} \mathbb{1} \otimes \mathbb{1}+\alpha_{01} \mathbb{1} \otimes M_{01}+\alpha_{02} \mathbb{1} \otimes M_{02}+\alpha_{10} Z \otimes \mathbb{1}+\alpha_{11} Z \otimes M_{01}+\alpha_{12} Z \otimes M_{02}$,
$K_{1}=\alpha_{03} \mathbb{1} \otimes M_{10}+\alpha_{04} \mathbb{1} \otimes M_{11}+\alpha_{05} \mathbb{1} \otimes M_{12}+\alpha_{13} Z \otimes M_{10}+\alpha_{14} Z \otimes M_{11}+\alpha_{15} Z \otimes M_{12}$,
$K_{2}=\alpha_{06} \mathbb{1} \otimes M_{20}+\alpha_{07} \mathbb{1} \otimes M_{21}+\alpha_{08} \mathbb{1} \otimes M_{22}+\alpha_{16} Z \otimes M_{20}+\alpha_{17} Z \otimes M_{21}+\alpha_{18} Z \otimes M_{22}$,
$K_{3}=\alpha_{20} X \otimes \mathbb{1}+\alpha_{21} X \otimes M_{01}+\alpha_{22} X \otimes M_{02}+\alpha_{30} Y \otimes \mathbb{1}+\alpha_{31} Y \otimes M_{01}+\alpha_{32} Y \otimes M_{02}$,
$K_{4}=\alpha_{23} X \otimes M_{10}+\alpha_{24} X \otimes M_{11}+\alpha_{25} X \otimes M_{12}+\alpha_{33} Y \otimes M_{10}+\alpha_{34} Y \otimes M_{11}+\alpha_{35} Y \otimes M_{12}$,
$K_{5}=\alpha_{26} X \otimes M_{20}+\alpha_{27} X \otimes M_{21}+\alpha_{28} X \otimes M_{22}+\alpha_{36} Y \otimes M_{20}+\alpha_{37} Y \otimes M_{21}+\alpha_{38} Y \otimes M_{22}$,
for coefficients $\left\{\alpha_{i j}\right\}$ chosen such that $\left\{K_{i}^{\dagger} K_{j}\right\}$ is linearly independent.
3.1.3 Choi state representation of extreme channels

Choi state (2.26) is a bipartite positive matrix, which allows a natural block-matrix form representation. We first review the block-matrix form of positive semidefinite matrices, and then focus on Choi state and extreme Choi state.

Theorem 24 ([105, 101]). For $A, B \geq 0$, then

$$
\left(\begin{array}{cc}
A & X  \tag{3.13}\\
X^{\dagger} & B
\end{array}\right) \geq 0 \Leftrightarrow X=\sqrt{A} R \sqrt{B} \text { for } R \leq 1 .
$$

Note that $R$ is a contraction (see Theorem 9), and also $A$ and $B$ can have different sizes, i.e., the blocks can have different sizes. This two-by-two block-matrix form can be directly applied to represent any quantum state. Also this block-matrix form can be generalized to $r \times r$ block-matrix form. Next we consider $n$-qudit quantum states.

Corollary 25. An n-qudit state $\rho$ can be written in the block-matrix form

$$
\rho=\left(\begin{array}{cccc}
\rho_{1} & \rho_{12} & \cdots & \rho_{1 d^{n-1}}  \tag{3.14}\\
\cdot & \rho_{2} & \cdots & \cdot \\
\vdots & \vdots & \ddots & \vdots \\
\cdot & \cdot & \cdots & \rho_{d^{n-1}}
\end{array}\right)
$$

and $\operatorname{tr} \rho=1, \rho_{k l}=\sqrt{\rho_{k}} R_{k l} \sqrt{\rho_{l}}$, with contraction $R_{k l} \leq 1, \rho_{k} \geq 0$, and $\rho_{k} \in \mathcal{M}_{d}$.

Proof. The block form follows from the following two facts: i) The positive semidefiniteness of a matrix is equivalent to the condition that all the principle minors are nonnegative. Note that the principle minor is the determinant of the submatrices formed by columns and rows in the same set. ii) The $2 \times 2$ case is proved in Theorem 24 , and the form (3.14) is a generalization of it.

The block-matrix form of Choi state for an $n$-qudit channel follows.

Corollary 26. The Choi state $\mathcal{C}$ for an n-qudit channel $\mathcal{E}$ can be written in the block-matrix form

$$
\mathcal{C}=\left(\begin{array}{cccc}
C_{1} & C_{12} & \cdots & C_{1 d^{n}}  \tag{3.15}\\
\cdot & C_{2} & \cdots & \cdot \\
\vdots & \vdots & \ddots & \vdots \\
\cdot & \cdot & \cdots & C_{d^{n}}
\end{array}\right)
$$

and $\operatorname{tr}_{1} \mathcal{C}=\mathcal{E}(\mathbb{1})$ and $\operatorname{tr}_{2} \mathcal{C}=\mathbb{1}, C_{k l}=C_{l k}^{\dagger}=\sqrt{C_{k}} R_{k l} \sqrt{C_{l}}$, with $R_{k l} \leq 1, C_{k} \geq 0$ and $C_{k} \in \mathcal{M}_{d^{n}}$. Here $\operatorname{tr}_{1(2)}$ means the partial trace over the first (second) part of Choi state.

The single qudit case follows directly. Furthermore, we also find the block-matrix form of generalized extreme Choi states, in which the contraction matrices are substituted by unitary matrices.

Corollary 27. The Choi state $\mathcal{C}^{\text {g }}$ for any generalized extreme qudit channel $\mathcal{E}^{\text {g }}$ can be written in the block-matrix form

$$
\mathcal{C}^{\mathrm{g}}=\left(\begin{array}{cccc}
C_{1}^{\mathrm{g}} & C_{12}^{\mathrm{g}} & \ldots & C_{1 d}^{\mathrm{g}}  \tag{3.16}\\
\cdot & C_{2}^{\mathrm{g}} & \ldots & \cdot \\
\vdots & \vdots & \ddots & \vdots \\
\cdot & \cdot & \ldots & C_{d}^{\mathrm{g}}
\end{array}\right)
$$

for $\operatorname{tr}_{1} \mathcal{C}^{\mathrm{g}}=\mathcal{E}^{\mathrm{g}}(\mathbb{1})$ and $\operatorname{tr}_{2} \mathcal{C}^{\mathrm{g}}=\mathbb{1}$, with $d \times d$ positive matrices $C_{k}^{\mathrm{g}} \geq 0(k=1,2, \ldots, d)$, and

$$
\begin{equation*}
C_{k l}^{\mathrm{g}}=\sqrt{C_{k}^{\mathrm{g}}} U_{k l} \sqrt{C_{l}^{\mathrm{g}}} \tag{3.17}
\end{equation*}
$$

and unitary operators

$$
\begin{equation*}
U_{k l}:=\prod_{s=k}^{l-1} U_{s, s+1} \tag{3.18}
\end{equation*}
$$

with unitary operators $U_{s, s+1} \in S U(d)$.

Proof. The matrix $\mathcal{C}^{g}$ can be decomposed as $\mathcal{C}^{g}=A U A$, with

$$
A=\left(\begin{array}{cccc}
\sqrt{C_{1}^{\mathrm{g}}} & & & 0  \tag{3.19}\\
& \sqrt{C_{2}^{\mathrm{g}}} & & \\
& & \ddots & \\
0 & & & \sqrt{C_{d}^{\mathrm{g}}}
\end{array}\right), U=\left(\begin{array}{cccc}
\mathbb{1} & U_{12} & \ldots & U_{1 d} \\
. & \mathbb{1} & \ldots & \cdot \\
\vdots & \vdots & \ddots & \vdots \\
. & \cdot & \ldots & \mathbb{1}
\end{array}\right)
$$

where $A$ is a diagonal block matrix, and $U$ can be further written as $U=\tilde{U}^{\dagger} \tilde{1} \tilde{U}$, with

$$
\tilde{U}=\left(\begin{array}{cccc}
\mathbb{1} & U_{12} & \ldots & U_{1 d}  \tag{3.20}\\
& \mathbb{1} & \ldots & \cdot \\
& & \ddots & \vdots \\
& 0 & & \mathbb{1}
\end{array}\right), \tilde{\mathbb{1}}=\left(\begin{array}{cccc}
\mathbb{1} & & & 0 \\
& \mathbf{0} & & \\
& & \ddots & \\
0 & & \mathbf{0}
\end{array}\right),
$$

where $\tilde{U}$ is an upper triangular matrix, $\mathbf{0}$ represents zero block matrix, and the large zeros represents zero entries. As a result,

$$
\begin{equation*}
\mathcal{C}^{\mathrm{g}}=A \tilde{U}^{\dagger} \tilde{1} \tilde{U} A \tag{3.21}
\end{equation*}
$$

This factorization implies that $\mathcal{C}^{\mathrm{g}}$ is positive semidifinite, and its rank is bounded above by $d$, which is the same as the number of Kraus operators for the generalized extreme channel.

From our construction of (generalized) extreme channel based on Kraus operator-sum representation, we find there exists some special forms of its Choi state representation. Next, we prove the Choi state form for generalized extreme channel without prior and posterior unitary operators. For convenience, we define generalized permutation as a generalization of permutation (see Theorem 8) such that the nontrivial entries can be 1 and -1 .

Proposition 28. A generalized extreme Choi state $\mathcal{C}^{\text {g }}$ for an n-qudit channel $\mathcal{E}$ without initial and final unitary operators takes the form

$$
\mathcal{C}^{\mathrm{g}}=\left(\begin{array}{cccc}
C_{1}^{\mathrm{g}} & C_{12}^{\mathrm{g}} & \ldots & C_{1 d^{n}}^{\mathrm{g}}  \tag{3.22}\\
\cdot & C_{2}^{\mathrm{g}} & \ldots & \cdot \\
\vdots & \vdots & \ddots & \vdots \\
\cdot & \cdot & \ldots & C_{d^{n}}^{\mathrm{g}}
\end{array}\right),
$$

with $C_{k l}^{\mathrm{g}}=\sqrt{C_{k}^{\mathrm{g}}} U_{k l} \sqrt{C_{l}^{\mathrm{g}}}, C_{k}^{\mathrm{g}} \geq 0$, and unitary operators $U_{k l}:=\prod_{s=k}^{l-1} U_{s, s+1}$ with generalized permutations $U_{s, s+1} \in S U\left(d^{n}\right)$.

Proof. The Choi state takes the form $\mathcal{C}^{\mathrm{g}}=\sum_{i} \operatorname{res} K_{i}\left[\operatorname{res} K_{i}\right]^{\dagger} \equiv \sum_{i} \mathcal{C}_{i}^{\mathrm{g}}$. From Eq. (3.8) $\mathcal{C}_{i}^{\mathrm{g}}$ is $d$-sparse with $d$ elements in each row and each column. For $\mathcal{C}_{i}^{g}$, suppose its nonzero diagonal entries are $c_{a a}[i]$ for a set of index $\{a\}$. We ignore $[i]$ for simplicity. Let $c_{a a}=\gamma_{a}^{2}$ for $\gamma_{a}$ being determined by the parameters in $K_{i}$. Then, there are entries $c_{a a^{\prime}}=\gamma_{a} \gamma_{a^{\prime}}$ on off-diagonal places of $\mathcal{C}_{i}^{\mathrm{g}}$. For $\mathcal{C}_{j}^{\mathrm{g}}$, its nonzero entries will be in different places compared with $\mathcal{C}_{i}^{\mathrm{g}}$. Denote the diagonal entries as $\gamma_{b}^{2}$, then the off-diagonal entries are $\gamma_{b} \gamma_{b^{\prime}}$, for a set of index $\{b\}$.

For Eq. (3.8), we can see that a block matrix $C_{l}^{\mathrm{g}}$ on the diagonal place is diagonal, and $C_{k l}^{\mathrm{g}}$ on the off-diagonal place is one-sparse. For $C_{l}^{\mathrm{g}}$, there is one entry from each of the extreme state $\mathcal{C}_{i}^{\mathrm{g}}$. Define an "order matrix" of $C_{l}^{\mathrm{g}}$ as $O_{l}$, which is a diagonal matrix such that its entry labels the correspondence between the entries of $C_{l}^{\mathrm{g}}$ and $\mathcal{C}_{i}^{\mathrm{g}}$. For instance, if the first diagonal entry of $C_{l}^{\mathrm{g}}$ is from $\mathcal{C}_{2}^{\mathrm{g}}$, then the first diagonal entry of $O_{l}$ is 2 . We can also introduce an order matrix $O_{k}$ for $C_{k}^{\mathrm{g}}$. Then, there exists a permutation $P_{k l}$ such that $O_{l}=P_{k l} O_{k} P_{k l}^{\dagger}$. Also $C_{k l}^{\mathrm{g}}=D_{k l} P_{k l}^{\dagger}$ with $D_{k l}$ a diagonal matrix whose order matrix is $O_{k}$.

We need to prove that each $U_{k l}$ is a generalized permutation, which follows from

$$
\begin{align*}
U_{k l} & =\frac{1}{\sqrt{C_{k}^{g}}} C_{k l}^{\mathrm{g}} \frac{1}{\sqrt{C_{l}^{\mathrm{g}}}} \\
& =\frac{1}{\sqrt{C_{k}^{\mathbf{g}}}} D_{k l} P_{k l}^{\dagger} \frac{1}{\sqrt{C_{l}^{\mathrm{g}}}} \\
& =P_{k l}^{\dagger} P_{k l} \frac{1}{\sqrt{C_{k}^{\mathrm{g}}}} P_{k l}^{\dagger} P_{k l} D_{k l} P_{k l}^{\dagger} \frac{1}{\sqrt{C_{l}^{\mathrm{g}}}} \\
& =P_{k l}^{\dagger} \tilde{\mathbb{1}}, \tag{3.23}
\end{align*}
$$

with $\tilde{\mathbb{1}}$ as a diagonal matrix with entries 1 and -1 . We have used the fact $P_{k l} \frac{1}{\sqrt{C_{k}^{\text {g }}}} P_{k l}^{\dagger}$ and $P_{k l} D_{k l} P_{k l}^{\dagger}$ both have order matrix $O_{l}$. In addition, if all $\gamma_{a}, \gamma_{b}$, etc are positive, then $\tilde{\mathbb{1}}$ reduces to identity operator $\mathbb{1}$, and $U_{k l}$ becomes the permutation $P_{k l}^{\dagger}$.

### 3.1.4 Quantum circuit of extreme qudit channels

From Stinespring dilation theorem 1, a quantum channel can also be represented by a quantum circuit that implements a unitary operator $U$ such that $F_{i}=\langle i| U|0\rangle$ realizes the set of Kraus operators $\left\{F_{i}\right\}$, which satisfy the linear independence and $\sum_{i} F_{i}^{\dagger} F_{i}=\mathbb{1}$. In this section, we present a quantum circuit representation of any extreme and generalized extreme qudit channels. The unitary operator $U$ for a generalized extreme qudit channel acts on a qudit system S and a qudit ancilla A, thus $U \in S U\left(d^{2}\right)$.

First we present the single- and two-qudit gate set for this circuit construction. Three
types of single-qudit gates are specified by the bit-flip gate

$$
\begin{equation*}
X_{j k}:=|j\rangle\langle k|+|k\rangle\langle j|, \tag{3.24}
\end{equation*}
$$

by the one-parameter Givens rotation [2]

$$
\begin{equation*}
G_{j k}(\theta):=\cos \theta(|j\rangle\langle j|+|k\rangle\langle k|)+\sin \theta(|k\rangle\langle j|-|j\rangle\langle k|), \tag{3.25}
\end{equation*}
$$

and by the gate $X_{i}$ from the Heisenberg-Weyl basis $\left(i, j, k \in \mathbb{Z}_{d}\right)$. Note the gate $X_{i}$ corresponds to a permutation $\pi_{i}$ on the set $\mathbb{Z}_{d}$ such that $\langle a| X_{i}|b\rangle=1$ if $\pi_{i}(b)=a$ for $a, b \in \mathbb{Z}_{d}$. There exists a cycle notation for permutation such that, starting from some element $i \in \mathbb{Z}_{d}$, a permutation $\pi$ can be represented by

$$
\begin{equation*}
\pi:=(i, \pi(i), \pi(\pi(i)), \ldots) \tag{3.26}
\end{equation*}
$$

as the sequence of images of $i$ under $\pi$ until the image returns to $i$. Our gate notation implies an identity operator acting on the rest of the space.

We augment these gates by their two-qudit controlled counterparts

$$
\begin{equation*}
C X_{j k}:=|j\rangle_{\mathrm{s}}\langle j| \otimes X_{j k} \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
C G_{j k}(\theta):=|j\rangle_{\mathrm{s}}\langle j| \otimes G_{j k}(\theta) \tag{3.28}
\end{equation*}
$$

with the system as control, and

$$
\begin{equation*}
C X_{i}:=X_{i} \otimes|i\rangle_{\mathrm{a}}\langle i| \tag{3.29}
\end{equation*}
$$

with the ancilla as control. We introduce a qudit multiplexer, which generalizes the qubit case [106], as a sequence of two controlled-Givens rotations

$$
\begin{equation*}
M_{j k}(\alpha, \beta):=C G_{j k}(\alpha) C G_{k j}(-\beta) \tag{3.30}
\end{equation*}
$$

depicted in Fig. 3.1.


Figure 3.1: Circuit diagram for a quantum multiplexer $M_{j k}(\alpha, \beta)$. Each wire represents an evolving qudit in the $d$-ary representation with (1) and (k) $d$-ary control operation.

Qubit quantum multiplexer is defined such that a target qubit is acted on by gate $U_{0}$ $\left(U_{1}\right)$ when the control qubit is in computational state $|0\rangle(|1\rangle)$ [106]. That is, it realizes the logic "if-then-else" and executes operator $|0\rangle\langle 0| \otimes U_{0}+|1\rangle\langle 1| \otimes U_{1}$. A multiplexer is also called a uniformly controlled gate [107, 108].

The parameters in Kraus operators can be expressed using trigonometric function since absolute value of the entries of Kraus operators are smaller than one. The entries would relate to the rotation angles in the quantum circuit to implement an extreme channel.

For the Kraus operators in Eq. (3.9), observe that $F_{0}$ is diagonal and all others can also become diagonal followed by a certain permutation $X_{i}$. A channel with diagonal Kraus operators can be realized by a sequence of controlled-operations, with the system as control and ancilla as target. A sequence of permutations can turn this into an extreme channel with all Kraus operators taking the correct forms. As a result, we have the following proposition.

Proposition 29. Given any $\mathcal{V}(\bullet):=V \bullet V^{\dagger}$ and $\mathcal{W}(\bullet):=W \bullet W^{\dagger}$ with $V, W \in S U(d)$, any channel $\mathcal{W}\left(\operatorname{tr}_{a} \mathcal{U}\right) \mathcal{V}$ is extreme provided that

$$
\begin{equation*}
U:=\prod_{i=d-1}^{1} C X_{i} \prod_{j=d-1}^{1} \prod_{k=j-1}^{0} M_{j k}\left(\alpha_{j k}, \beta_{j k}\right) \tag{3.31}
\end{equation*}
$$

for all but a zero-measure subset of the rotation-angle sets $\left\{\alpha_{j k}\right\}$ and $\left\{\beta_{j k}\right\}$ with at most $\left(d^{2}-d\right) / 2$ elements per set.

Proof. We prove the theorem by showing that the partial trace of $U$ (3.31) yields Kraus operators $F_{i}=\langle i| U|0\rangle$ that satisfy the normalization and linear independence conditions of

Prop. 19. To this end we define $U^{\prime}$ as a product of controlled-Givens rotations such that

$$
\begin{equation*}
U=\left(\prod_{i=d-1}^{1} C X_{i}\right) U^{\prime} \tag{3.32}
\end{equation*}
$$

We define $\left\{u_{i \ell} \in \mathbb{R} ; i, \ell \in \mathbb{Z}_{d}\right\}$ such that

$$
\begin{equation*}
U^{\prime}|0\rangle_{\mathrm{a}}|\ell\rangle_{\mathrm{s}}=\sum_{i=0}^{d-1} u_{i \ell}|i\rangle_{\mathrm{a}}|\ell\rangle_{\mathrm{s}} \tag{3.33}
\end{equation*}
$$

The unitary operator $U^{\prime}$ corresponds to a channel with diagonal Kraus operators $\left\{E_{i}\right\}$ such that

$$
\begin{equation*}
E_{i}|\ell\rangle_{\mathrm{s}}=u_{i \ell}|\ell\rangle_{\mathrm{s}} \tag{3.34}
\end{equation*}
$$

as

$$
\begin{equation*}
U^{\prime}|0\rangle_{\mathrm{a}}|\ell\rangle_{\mathrm{s}}=\sum_{i=0}^{d-1}|i\rangle_{\mathrm{a}}\langle i| U^{\prime}|0\rangle_{\mathrm{a}}|\ell\rangle_{\mathrm{s}}=\sum_{i=0}^{d-1}|i\rangle_{\mathrm{a}} E_{i}|\ell\rangle_{\mathrm{s}} \tag{3.35}
\end{equation*}
$$

We can identify $E_{i}$ in Eq. (3.35) with $E_{i}$ in Eq. (3.4) by setting

$$
\begin{equation*}
u_{i \ell} \equiv \tilde{a}_{i \ell}:=\sum_{j=0}^{d-1} a_{i j} \mathrm{e}^{\mathrm{i} 2 \pi \ell j / d} \tag{3.36}
\end{equation*}
$$

Reincorporating the gates $C X_{i}$ yields

$$
\begin{equation*}
U|0\rangle_{\mathrm{a}}|\ell\rangle_{\mathrm{s}}=\sum_{i=0}^{d-1}|i\rangle_{\mathrm{a}} X_{i} E_{i}|\ell\rangle_{\mathrm{s}}=\sum_{i=0}^{d-1}|i\rangle_{\mathrm{a}} F_{i}|\ell\rangle_{\mathrm{s}} \tag{3.37}
\end{equation*}
$$

A projection $|i\rangle_{\mathrm{a}}\langle i|$ on the ancilla corresponds to the action of $F_{i}$ on the system. The angles $\alpha_{j k}$ and $\beta_{j k}$ can be chosen (e.g., randomly) to satisfy the linear independence of $\left\{F_{i}^{\dagger} F_{j}\right\}$. This means the circuit $U$ realizes the Kraus operators $\left\{F_{i}\right\}$ for an extreme channel. As there are $\binom{d}{2}$ multiplexers, the total number of independent parameters is consistent with Corollary 20.

As for constructing Kraus operators, when the set $\left\{F_{i}^{\dagger} F_{j}\right\}$ is not linearly independent, the circuit (3.31) realizes quasi-extreme channels. As a result, the circuit in Prop. 29 successfully yields simulations of arbitrary generalized extreme channels. A schematic diagram for the quantum circuit of generalized extreme channel is shown in Fig. 3.2.


Figure 3.2: The schematic diagram for the quantum circuit of generalized extreme channel. Single qudit ancilla is initially prepared in state $|0\rangle . V$ is a prior rotation and $W$ is a posterior rotation. The sequence of multiplexers is represented by $M$. The sequence of $C X_{i}$ can be realized by classically $i$-controlled $X_{i}$ gates, represented by the meter and the classically controlled-NOT symbol.

A permutation gate $X_{i}$ can be decomposed as a sequence of bit-flip gates. A permutation $\pi_{i}$ can be realized as a sequences of flips, which only permute two elements. For instance, for a qutrit gate $X_{1}=|0\rangle\langle 2|+|1\rangle\langle 0|+|2\rangle\langle 1|$, the permutation is $\pi_{1}=(120)$, which means the change $0 \mapsto 1,1 \mapsto 2$, and $2 \mapsto 0$. This permutation can be realized as a product of two flips: $f_{01}=(01), f_{02}=(02)$, and $\pi_{1}=f_{01} f_{02}$. Note $f_{01}$ applies first. The decomposition is not unique, though; e.g., $\pi_{1}$ can also be realized as $\pi_{1}=f_{02} f_{12}$ for $f_{12}=(12)$. Correspondingly, the qutrit gate $X_{1}$ can be decomposed as $X_{1}=X_{02} X_{01}$ or $X_{1}=X_{12} X_{02}$. Generally, since $X_{i}$ is a shift operation, it is easy to see that about $d$ bit-flip operations can realize a permutation operation. This is indeed the case. Furthermore, if classical feedback is allowed, the sequence of $C X_{i}$ can merely be realized by classically $i$-controlled $X_{i}$ gates, since the ancilla is traced out at the end of the circuit.

### 3.2 Quantum channel decomposition

Now we continue to study the problem of quantum channel decomposition. We first review Ruskai's conjecture to highlight the difficulty, and then we develop the optimization approach for quantum channel simulation. Afterwards we analyze the space and time cost of quantum simulation circuit.

### 3.2.1 Ruskai's conjecture

Now we consider the channel decomposition in terms of convex sum of generalized extreme channels. This is a nontrivial problem, and actually this has been conjectured as follows.

Conjecture 1 (Ruskai's conjecture [72]). Any channel $\mathcal{E} \in \mathscr{S}_{n, m}$ can be decomposed as

$$
\begin{equation*}
\mathcal{E}=\frac{1}{m} \sum_{\imath=1}^{m} \mathcal{E}_{\imath}^{\mathrm{g}}, \quad \mathcal{E}_{\imath}^{\mathrm{g}} \in \mathscr{S}_{n, m}^{\leq n} . \tag{3.38}
\end{equation*}
$$

The equal probability $\frac{1}{m}$ in the sum 3.38 can be relaxed to general case and then the conjecture becomes $\mathcal{E}=\sum_{\imath=1}^{m} p_{\imath} \mathcal{E}_{\imath}^{\mathrm{g}}$ for probability $p_{\imath} \in[0,1]$ such that $\sum_{\imath=1}^{m} p_{\imath}=1$. As we only consider qudit channel simulation, we recast the conjecture for qudit case.

Conjecture 2 (Ruskai's conjecture for qudit case). Any qudit channel $\mathcal{E} \in \mathscr{S}_{d}$ can be decomposed as

$$
\begin{equation*}
\mathcal{E}=\sum_{\imath=1}^{d} p_{\imath} \mathcal{E}_{\imath}^{\mathrm{g}} \tag{3.39}
\end{equation*}
$$

for $\mathcal{E}_{\imath}^{\mathrm{g}} \in \mathscr{S}_{d}$, and probability $p_{\imath} \in[0,1]$ such that $\sum_{\imath=1}^{d} p_{\imath}=1$.
This conjecture is based on some partial results for special cases. The case for $n=m=2$ have been proved [73], the method of which can be extended to the case for $m=2$ [72], while in general this decomposition is still an open problem in quantum information and computation. The method in Refs. [72, 73] relies on the convex set property of contraction matrices that a contraction can be written as a convex sum of unitary matrices, discussed in Theorem 9. However, we show here that this contraction-decomposition method in general does not work. We show this by analyzing it for the qutrit case.

For a qutrit channel, the Choi state is a nine-by-nine matrix

$$
\mathcal{C}=\left(\begin{array}{ccc}
A_{1} & \sqrt{A_{1}} R_{12} \sqrt{A_{2}} & \sqrt{A_{1}} R_{13} \sqrt{A_{3}}  \tag{3.40}\\
\sqrt{A_{2}} R_{21} \sqrt{A_{1}} & A_{2} & \sqrt{A_{2}} R_{23} \sqrt{A_{3}} \\
\sqrt{A_{3}} R_{31} \sqrt{A_{1}} & \sqrt{A_{3}} R_{32} \sqrt{A_{2}} & A_{3}
\end{array}\right)
$$

with three-by-three matrices $A_{k}$ and $R_{k l}=R_{l k}^{\dagger}$ for $k, l=1,2,3, k \neq l$. The three contractions are not independent, and particularly, the contraction $R_{23}$ is a function of $R_{12}$ and $R_{13}$ [109] for the sake of the positivity of $\mathcal{C}$. The Choi state for a generalized extreme qutrit channel is

$$
\mathcal{C}^{\mathrm{g}}=\left(\begin{array}{ccc}
C_{1}^{\mathrm{g}} & \sqrt{C_{1}^{\mathrm{g}}} U_{12} \sqrt{C_{2}^{\mathrm{g}}} & \sqrt{C_{1}^{\mathrm{g}}} U_{13} \sqrt{C_{3}^{\mathrm{g}}}  \tag{3.41}\\
\sqrt{C_{2}^{\mathrm{g}}} U_{12}^{\dagger} \sqrt{C_{1}^{\mathrm{g}}} & C_{2}^{\mathrm{g}} & \sqrt{A_{2}} U_{23} \sqrt{C_{3}^{\mathrm{g}}} \\
\sqrt{C_{3}^{\mathrm{g}}} U_{13}^{\dagger} \sqrt{C_{1}^{\mathrm{g}}} & \sqrt{C_{3}^{\mathrm{g}}} U_{23}^{\dagger} \sqrt{C_{2}^{\mathrm{g}}} & C_{3}^{\mathrm{g}}
\end{array}\right)
$$

for unitary operators $U_{12}, U_{23}$, and $U_{13}=U_{12} U_{23}$.
From Theorem 9, a contraction can be decomposed as a convex sum of unitary matrices. If we decomposition $R_{12}=p_{1} U_{12 ; 1}+p_{2} U_{12 ; 2}+p_{3} U_{12 ; 3}, R_{23}=p_{1} U_{23 ; 1}+p_{2} U_{13 ; 2}+p_{3} U_{13 ; 3}$ then $R_{13}=p_{1} U_{12 ; 1} U_{23 ; 1}+p_{2} U_{12 ; 2} U_{23 ; 2}+p_{3} U_{12 ; 2} U_{23 ; 2}$, which will conflict the function relation between $R_{13}$ and $R_{12}$ with $R_{23}$. This generalizes to higher-dimensional cases, and we conclude that the contraction-decomposition method in general does not work for quantum channel decomposition.

### 3.2.2 Optimization for quantum channel simulation

As an analytical formula for quantum channel decomposition (3.39) remains unknown, we turn to an algorithmic approach for such a decomposition, that is, we will seek an approximate decomposition. Next we describe the algorithm for the simulation of a general qudit channel. The algorithm accepts the dimension $d$ of the Hilbert space, the description of a channel $\mathcal{E}$ and an error tolerance $\epsilon$ as input. The output is the description of a quantum circuit $C$ and a bound $\tilde{\epsilon}$ on the resultant circuit with respect to the actual channel $\mathcal{E}$ being simulated. A schematic illustration has been presented in the introduction, Fig. 1.3. The description of $\mathcal{E}$ and $C$, denoted by $[\mathcal{E}]$ and $[C]$, refer to the finite-precision bit-string representation of them, while such a finite precision is treated to be irrelevant to the simulation accuracy in our algorithm.

Our algorithmic procedure is as follows. Ruskai's conjecture 2 shows that any channel can be decomposed into a $d$-fold sum of generalized extreme channels, and we know from Prop. 29
a description of the circuit for arbitrary generalized extreme channel. Thus, a quantum circuit for the qudit channel can be realized by choosing generalized extreme channel circuits randomly with each $\imath^{\text {th }}$ circuit chosen with probability $p_{2}$.

Our algorithm initially chooses a set of $d$ generalized extreme channels randomly and tests whether the resultant guessed channel $\tilde{\mathcal{E}}$ is within distance $\epsilon$ of the correct channel $\mathcal{E}$. Typically the guessed channel fails to be within the error tolerance so we employ an optimization algorithm to pick a new set of parameters for $\mathcal{E}$ and try again. This procedure is repeated until a satisfactory circuit is found. The procedure is aborted if the optimization routine fails to find a good circuit within a pre-specified number of trials. The code for the simulation algorithm is presented in Appendix C.

We now determine the number of parameters in $\mathcal{E}$ for optimization. The unitary matrices $V$ and $W$ in Prop. 19 could be constructed as products

$$
\begin{equation*}
V=\prod_{i} V_{i}, W=\prod_{j} W_{j} \tag{3.42}
\end{equation*}
$$

with as many unitary operators $\varkappa$ in the two products as needed to provide enough parameters for the optimization. As there are $d$ generalized extreme channels and $d^{2}-1$ free parameters in $S U(d)$, we have $\varkappa d\left(d^{2}-1\right)$ free parameters associated with $V$ and $W$. We add this number of parameters to the number of parameters for $d$ generalized extreme channels, namely $d\left(d^{2}-d\right)$ with $d^{2}-d$ the number of free angles $\left\{\alpha_{j k}, \beta_{j k}\right\}$, and then add these to the number of probabilities $\left\{p_{\imath}\right\}$. The total number of parameters for the approximate channel should satisfy the inequality

$$
\begin{equation*}
\varkappa d\left(d^{2}-1\right)+d\left(d^{2}-d\right)+(d-1) \geq d^{4}-d^{2} \tag{3.43}
\end{equation*}
$$

with the right-hand side corresponding to the number of parameters that specify the qudit channel. For the most efficient simulation, we minimize $\varkappa$ so

$$
\begin{equation*}
\varkappa=\left\lceil\frac{(d-1)\left(d^{2}+d+1\right)}{d(d+1)}\right\rceil, \tag{3.44}
\end{equation*}
$$

which can be simplified to $d$ since $d$ is the minimal integer that is no smaller than the expression in the ceiling function, and $d-1$ is smaller than the expression in the ceiling function. As an example, a qutrit channel has 72 parameters, but our optimization is over 92 parameters. Our analysis reduces to the qubit case [110]. In that case $d=2$ so the channel $\mathcal{E}$ has 12 parameters whereas the optimization of $\mathcal{E}$ is over 17 parameters.

The final step for the algorithm is to construct the objective function for the optimization problem. Mathematically we represent the correct $\mathcal{E}$ channel by the Choi state $\mathcal{C}$, and the approximate circuit is represented by the state $\mathcal{C}^{\prime}=\sum_{\imath} p_{\imath} \mathcal{C}_{\imath}^{\mathrm{g}}$.

The objective function for optimization is given by the trace distance $D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right)$, which bounds the $\diamond$-norm distance between two channels $\mathcal{E}$ and $\mathcal{E}^{\prime}$ according to Prop. 7

$$
\begin{equation*}
D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq \frac{\epsilon}{2 d} \Longrightarrow\left\|\mathcal{E}-\mathcal{E}^{\prime}\right\|_{\diamond} \leq \epsilon \tag{3.45}
\end{equation*}
$$

Note here we employ the normalized version of Choi state, while in our paper [102] the unnormalized version has been used. Each $\mathcal{C}_{\imath}^{g}$ can be parameterized by a set of rotation angles $\left\{\theta_{\imath \jmath}: \jmath=1, \ldots, \varkappa\left(d^{2}-1\right)\right\}$ for the prior and posterior unitary operators, and a set of rotation angles $\left\{\varphi_{\imath \jmath}: \jmath=1, \ldots, d^{2}-d\right\}$, which denote the sets $\left\{\alpha_{j k}\right\}$ and $\left\{\beta_{j k}\right\}$ altogether from Eq. (3.31). The range of the objective function is

$$
\begin{equation*}
0 \leq D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq 1 \tag{3.46}
\end{equation*}
$$

Our goal is to find the best possible $\mathcal{C}^{\prime}$ by optimization

$$
\begin{align*}
\min _{\left\{\left\{p_{\imath}\right\},\left\{\theta_{23}\right\},\left\{\varphi_{\imath 3}\right\}\right\}} & D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \\
\text { subject to } & \sum_{\imath} p_{\imath}-1=0 . \tag{3.47}
\end{align*}
$$

We have tested our optimization algorithm numerically for systems up to four dimensions successfully using the simple nonlinear programming method [111] on channels generated by partial trace of Haar-random-generated unitary operators on the dilated space [112]. The simulation is performed on MATLAB ${ }^{\circledR}$ using optimization algorithms, namely, MultiStart
and GlobalSearch, and we also employed simulated annealing, which was less effective. Our simulations yields errors in the range $10^{-2} \sim 10^{-4}$ for qubit channels (see Chapter 4), and in the order $10^{-2}$ for qutrit channels, and $10^{-1}$ for two-qubit channels (see Chapter 5).

The errors for the case $d=4$ from the numerical simulation is rather large yet acceptable for demonstrating the efficacy of our algorithm. For high-accuracy simulation, significantly greater computational resources are required. As the system dimension $d$ increases, we expect at least a quadratic increase in run-time of the simulation with respect to $d$ due to the built-in method employed by GlobalSearch or MultiStart program. Moreover, given that resources are finite, e.g. run-time, numerical optimization is not even guaranteed to succeed due to becoming stuck at certain points in the parameter space. Such problems are quite generic for optimization problems. The simulations for qutrit and two-qubit channels are discussed in Chapter 5.

### 3.2.3 Space and time cost of quantum simulation circuit

Next we consider the time and space cost for the quantum circuit to simulate a generalized extreme qudit channel $\mathcal{E}^{g}$ on a quantum computer based on qudits and single- and two-qudit unitary gates. The generalized extreme qudit channel is dilated to a unitary operator $U$ on two qudits, which contains a sequence of multiplexers and a sequence of $C X_{i}$ gates acting between the system and the ancillary qudits, and also a prior qudit rotation and a posterior qudit rotation acting on the system.

An arbitrary single qudit rotation can be decomposed into a product of at most $d(d-$ 1) $/ 2 \in O\left(d^{2}\right)$ two-level unitary gates (§4.5.1, [2]). A controlled-Givens rotation $C G_{j k}(\theta)$ can be realized by two Givens rotations and a $C X_{j k}$ gate, similar to the qubit case [17]. The sequence of $C X_{i}$ gates can be realized by classically controlled $X_{i}$ gates since the ancillary system is traced out, with an $X_{i}$ gate acting on the system conditioned on a projector $|i\rangle\langle i|$ on the ancilla. As a result, the generalized extreme channel circuit can be realized by a product of $O\left(d^{2}\right) C X_{j k}$ gates and continuously-parameterized Givens rotations.

To assess the cost of the quantum circuit, we employ the SKDN algorithm for qudits [41]. From the error tolerance $\epsilon$, which is an algorithmic input for circuit design, any Givens rotation can be approximated by an $O\left(\log \frac{d^{2}}{\epsilon}\right)$ sequence of universal qudit gates 41]. As a result, the number of elementary gates, hence computational time cost, of the generalized extreme channel circuit is

$$
\begin{equation*}
O\left(d^{2} \log \frac{d^{2}}{\epsilon}\right) \tag{3.48}
\end{equation*}
$$

and the quantum space cost is two qudits.
The circuit corresponding to $\tilde{U}$ yields an approximation $\tilde{\mathcal{E}}^{\text {g }}$ to the desired generalized extreme channel $\mathcal{E}^{\mathrm{g}}$. From Theorem 5, we obtain

$$
\begin{equation*}
\|U-\tilde{U}\| \leq \frac{\epsilon}{2} \Longrightarrow\left\|\mathcal{E}^{\mathrm{g}}-\tilde{\mathcal{E}}^{\mathrm{g}}\right\|_{\diamond} \leq \epsilon \tag{3.49}
\end{equation*}
$$

From strong convexity and the chain property of trace distance, relations (3.45) and (3.49) above together ensure the desired simulation accuracy.

Finally simulating an arbitrary channel is implemented by probabilistically implementing different generalized extreme channels according to the distribution $\left\{p_{\imath}\right\}$. The space and time costs of a single-shot implementation of the channel are one dit and two qudits for space and the classical time cost for generating the random dits plus $O\left(d^{2} \log \frac{d^{2}}{\epsilon}\right)$ quantum gates. In other words, the quantum computational cost for simulating a random qudit channel is the same as for simulating the generalized extreme channel, and the additional cost is only classical: dits plus running a random-number generator. This cost can be explained by recognizing that the qudit channel simulator is simply a randomized generalized extreme channel simulator. On the other hand, estimating qudit observables accurately could require many shots, with the number of shots depending on the particular observable.

### 3.3 Alternative strategies

There could be many different strategies for algorithmic quantum channel simulation besides the convex-sum decomposition approach we employed. Here we discuss several strategies

Table 3.1: Comparison of alternative quantum simulation methods. In the table, $\times$ means the factorization decomposition is not applicable or feasible for arbitrary channel, the $p$ represents the probabilistic success of simulation of single Kraus operator.

|  | Feasibility | Space | Time | Bits | Success |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Factorization | $\times$ | - | - | - | - |
| Kraus | $\sqrt{ }$ | two qudits | $O\left(d^{2}\right)$ | $\sqrt{ }$ | $p$ |
| $\mathcal{E} \mapsto U$ | $\sqrt{ }$ | three qudits | $O\left(d^{6}\right)$ | $\times$ | 1 |
| Convex sum | $\sqrt{ }$ | two qudits | $O\left(d^{2}\right)$ | $\sqrt{ }$ | 1 |

that are explored before: i) Dilation method. This is the standard approach that to directly employ Stinespring dilation theorem 1 and extend a channel $\mathcal{E}$ to a unitary operator $U$. ii) Factorization decomposition. This approach is to decompose a channel $\mathcal{E}$ approximately as a composition of many other smaller channels $\mathcal{E}_{i}$ such that $\mathcal{E} \approx \prod_{i} \mathcal{E}_{i}$, analog to the decomposition of a unitary operator $U$. However, this approach is not feasible in general. iii) Simulate each Kraus operator separately. From Kraus operator-sum representation, a quantum channel can be viewed as a convex sum of completely positive mappings specified by each Kraus operator, then the channel simulation can be done by convex sum of the simulation of each Kraus operator. Below we discuss these three methods in details.

### 3.3.1 Dilation approach for simulation

Consider a qudit system and a rank $r \leq d^{2}$ channel $\mathcal{E}$ acting on it. Given the Kraus operator-sum representation

$$
\begin{equation*}
\mathcal{E}(\rho)=\sum_{i=0}^{r-1} K_{i} \rho K_{i}^{\dagger} \tag{3.50}
\end{equation*}
$$

each Kraus operator $K_{i}$ can be viewed as a POVM operator $M_{i}:=K_{i}^{\dagger} K_{i}$ on the system. The Stinespring dilation enables to implement each Kraus operator by a projection on an extended system, which is acted on by a unitary operator $U$ such that $K_{i}=\langle i| U|0\rangle$, with
$\{|i\rangle\}$ as an orthonormal basis of the ancilla, the dimension of which is just $r$. In general, the dilated unitary operator $U$ acts on $d^{3}$-dimensional space, and then the quantum circuit cost for simulating it is $O\left(d^{6}\right)$. The simulation accuracy can be ensured by restricting on the spectral norm on $U$ and its approximate $\tilde{U}$.

Furthermore, in order to employ this approach a constructive procedure is required for the dilation $\mathcal{E} \mapsto U$, which is called "mocking up" of a unitary operator $U$ [2]. As the set of Kraus operators only occupy part of the whole unitary operator $U$, this dilation problem corresponding to the problem of matrix completion [74] constrained by the unitarity of $U$, which is not a trivial problem.

### 3.3.2 Factorization decomposition

We know that an arbitrary unitary operator $U$ can be exactly or approximately decomposed as the product of a sequence of other unitary operators $U_{i}$ such that

$$
\begin{equation*}
U \approx \prod_{i} U_{i}=U_{n} \cdots U_{2} U_{1} \tag{3.51}
\end{equation*}
$$

This is ensured by the fact that the set of unitary operators form a group. Similarly, the set of quantum channels $\mathcal{E}$ form a semigroup, instead of a group, since a generic channel $\mathcal{E}$ does not have an inverse. This implicitly implies that the following decomposition

$$
\begin{equation*}
\mathcal{E} \approx \prod_{i} \mathcal{E}_{i}=\mathcal{E}_{n} \circ \cdots \circ \mathcal{E}_{2} \circ \mathcal{E}_{1} \tag{3.52}
\end{equation*}
$$

is impossible. The factorization of a channel $\mathcal{E}$ into a nontrivial product of another two channels $\mathcal{E}=\mathcal{E}_{2} \circ \mathcal{E}_{1}$ has been studied [113], which proves that factorizing, called dividing quantum channels in Ref. [113], is possible only for full $\operatorname{rank}$ channel $\mathcal{E}$, while impossible in general. Particularly, rank-three unital qubit channels are not divisible.

### 3.3.3 Simulate each Kraus operator probabilistically

Given the set of Kraus operators $\left\{K_{i}\right\}$ for a rank- $r$ channel, one can simulate each Kraus operator separately and probabilistically, and then combine them together using classical


Figure 3.3: Quantum circuit for the gate $N(a)=\operatorname{diag}(1, a)$ for $a \in(0,1)$. The top wire is for a qubit and the bottom wire is for a qubit ancilla initially in state $|0\rangle$ and finally projected in state $|0\rangle$. The rotation angle $\theta$ is defined such that $\cos \theta=a$.
method. Here we study one of these approaches in detail [114], which proved that the CNOT and single-qubit non-unitary gate forms a universal set for non-unitary gates, invertible or not.

For an operator $K$, which is just a Kraus operator, first perform the SVD such that $K=U \Lambda V$ for unitary operators $U$ and $V$, which can be implemented by unitary quantum circuits, and diagonal positive semidefinite operator $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{d}\right)$ for $\lambda_{i} \in[0,1]$, $d$ is the dimension. Define $\Lambda_{i}=\operatorname{diag}\left(1, \cdots, 1, \lambda_{i}, 1, \cdots, 1\right)$ with $\lambda_{i}$ at the $i$ th column, then the matrix $\Lambda$ can be decomposed as

$$
\begin{equation*}
\Lambda=\Lambda_{1} \Lambda_{2} \cdots \Lambda_{d} \tag{3.53}
\end{equation*}
$$

The matrix $\Lambda_{i}$ is a controlled- $N_{1}(a)$ gate with $(n-1)$ control qubits (if $d=2^{n}$ ) and a singlequbit gate $N(a)=\operatorname{diag}(1, a)$ for $a \in[0,1)$. A multiple-qubit controlled gate can be realized as a product of CNOT gates and single-qubit gates.

Next we consider how to implement a gate $N(a)$. First, if $a=0$, the operator $N(a)$ is not invertible and reduces to a projector. This requires post-selection. When $a \neq 0$, the operator $N(a)$ becomes invertible. With dilation, $N(a)$ can be realized by a single-qubit rotation $R_{y}(2 \theta)$ for $\cos \theta=a$, CNOT, and the projector $N(0)$ as shown in Fig. 3.3.

In addition, there are several other approaches for simulating a single Kraus operator, which have limited applications so far, while may be improved with further efforts [115, 116, 117. First, one approach is to use a nonunitary generalization of Solovay-Kitaev algorithm
to decompose invertible Kraus operators [115], while a universal gate library for invertible gates is unknown. Second, using dilation one can simulate each $K$ by a unitary operator $W$ with a qubit ancilla. Given $K$, one can find another Kraus operator $K_{0}$ such that $\left\{K, K_{0}\right\}$ forms a CPTP channel $\mathcal{K}$. Then the channel $\mathcal{K}$ can be simulated by a unitary operator $W$, and the projector $|0\rangle\langle 0|$ acts on the ancilla realizes $K$ probabilistically. Third, using direct-sum dilation a $d \times d$ Kraus operator $K$ can be converted to a $2 d \times 2 d$ unitary operator

$$
U:=\left(\begin{array}{cc}
K & \sqrt{\mathbb{1}-K K^{\dagger}}  \tag{3.54}\\
\sqrt{\mathbb{1}-K^{\dagger} K} & -K^{\dagger}
\end{array}\right) .
$$

However, due to the direct sum, there exists some "super-selection" rules on the initial states and final states [117.

### 3.4 Conclusion

In this chapter we developed the quantum channel decomposition and simulation methods based on extreme channels. Different representations including the Kraus operator-sum, Choi state, and quantum circuit are constructed to characterize extreme and generalized extreme channels. As an analytical formula for channel decomposition still remains to be discovered, we developed a classical optimization algorithm for approximate quantum channel decomposition, which is suitable for quantum channel simulation. Our approach is unique and serves as a preferable method compared with many other approaches we have analyzed.

## Chapter 4

## Qubit quantum channel simulation

In this chapter we present the simulation scheme of qubit quantum channels, which has been published in our paper [110]. The representations for qubit quantum channels is reviewed in $\$ 4.1$. Next in $\$ 4.2$ we study qubit channel decomposition by firstly reviewing the theory developed by Ruskai, Szarek, and Werner [73], and then presenting a geometrical interpretation for qubit channel decomposition, and also highlighting our approach for qubit channel simulation. Our qubit channel simulation algorithm is presented in $\$ 4.3$ including the optimization results and the analysis of quantum circuit cost. Finally in $\S 4.4$ we briefly discuss some other approaches and then conclude by highlighting the key features of our qubit-channel simulator: deterministic, universal, digital, optimal, and algorithmic.

### 4.1 Qubit channel representations

First we study the qubit channel representations. For an arbitrary qubit quantum channel $\mathcal{E}: \mathscr{D}\left(\mathscr{H}_{2}\right) \rightarrow \mathscr{D}\left(\mathscr{H}_{2}\right): \rho \mapsto \mathcal{E}(\rho)$, the representations are as follows. i) Kraus operator-sum representation. A qubit channel $\mathcal{E}$ can be represented as

$$
\begin{equation*}
\mathcal{E}: \mathscr{D}\left(\mathscr{H}_{2}\right) \rightarrow \mathscr{D}\left(\mathscr{H}_{2}\right): \rho \mapsto \sum_{i=0}^{r-1} K_{i} \rho K_{i}^{\dagger} \tag{4.1}
\end{equation*}
$$

for the rank $r \leq 4$ and a set of Kraus operators $\left\{K_{i}\right\}$, which form a linearly independent set, and the trace-preserving condition is $\sum_{i} K_{i}^{\dagger} K_{i}=\mathbb{1}$. ii) Stinespring dilation. A channel can be dilated to a unitary operator on the joint Hilbert space $\mathscr{H}^{\mathrm{SA}}=\mathscr{H}^{\mathrm{S}} \otimes \mathscr{H}^{\mathrm{A}}$ with S (A) denoting the system (ancilla). From dilation $\mathcal{E} \mapsto U, U: \mathscr{H}^{\mathrm{SA}} \rightarrow \mathscr{H}^{\mathrm{SA}}$, and

$$
\begin{equation*}
\mathcal{U}: \mathscr{D}\left(\mathscr{H}^{\mathrm{SA}}\right) \rightarrow \mathscr{D}\left(\mathscr{H}^{\mathrm{SA}}\right): \rho^{\mathrm{SA}} \mapsto \rho^{\prime \mathrm{SA}}=U \rho^{\mathrm{SA}} U^{\dagger} \tag{4.2}
\end{equation*}
$$

such that $\operatorname{tr}_{\mathrm{A}} \rho^{\mathrm{SA}}=\rho^{\mathrm{S}}, \operatorname{tr}_{\mathrm{A}} \rho^{\prime \mathrm{SA}}=\rho^{\prime \mathrm{S}}$ and $\mathcal{E}: \rho^{\mathrm{S}} \mapsto \rho^{\prime \mathrm{S}}$. Kraus operators $K_{i}={ }^{\mathrm{A}}\langle i| U|0\rangle^{\mathrm{A}}$ for $|i\rangle^{\mathrm{A}}$ (including $|0\rangle^{\mathrm{A}}$ ) an orthonormal basis state of the ancilla [55]. The unitary operator $U$ is a minimal dilation of $\mathcal{E}$ if $U$ is a dilation such that $\operatorname{dim} \mathscr{H}^{\mathrm{A}}=\left(\operatorname{dim} \mathscr{H}^{\mathrm{S}}\right)^{2}$. For the case of a single qubit, $\operatorname{dim} \mathscr{H}^{\mathrm{A}}=4$ for minimal dilation of a full rank qubit channel. iii) Choi state and process state representations. The Choi state is a four-by-four matrix that can have 16 parameters. With the trace-preserving condition $\sum_{i} K_{i}^{\dagger} K_{i}=\mathbb{1}$, there are totally 12 independent real parameters. In Pauli basis $\left\{\sigma_{i}\right\}$, the process state $\mathcal{S}$, also called process matrix $\chi$, is defined with entries $S_{j k}=\sum_{i} \operatorname{tr}\left(K_{i}^{\dagger} \sigma_{j}\right) \operatorname{tr}\left(K_{i} \sigma_{k}\right)^{*}$. It holds $\mathcal{C}=U \mathcal{S} U^{\dagger}$ for the basis transformation $U$ from Pauli basis to Kronecker basis

$$
U=\frac{\sqrt{2}}{2}\left(\begin{array}{rrrr}
1 & 0 & 0 & 1  \tag{4.3}\\
0 & 1 & -i & 0 \\
0 & 1 & i & 0 \\
1 & 0 & 0 & -1
\end{array}\right)
$$

with $U_{\alpha \beta}=\operatorname{tr}\left(\tau_{\alpha}^{\dagger} \sigma_{\beta}\right)$. iv) Dynamical representations. The affine map for a qubit channel is

$$
\mathcal{T}=\left(\begin{array}{ll}
1 & 0  \tag{4.4}\\
t & \boldsymbol{T}
\end{array}\right)
$$

which is a four-by-four real matrix with $\mathcal{T}_{i j}=\frac{1}{2} \operatorname{tr}\left[\sigma_{i} \mathcal{E}\left(\sigma_{j}\right)\right]$. In this representation, $\rho=$ $\frac{1}{2}(\mathbb{1}+\boldsymbol{p} \cdot \boldsymbol{\sigma})$, where $\boldsymbol{p}$ is a three-dimensional vector and $\boldsymbol{\sigma}:=(X, Y, Z)$. The channel is an affine map [118]

$$
\begin{equation*}
\mathcal{E}: \rho \mapsto \frac{1}{2}\left(\mathbb{1}+\boldsymbol{p}^{\prime} \cdot \boldsymbol{\sigma}\right), \quad \boldsymbol{p}^{\prime}=\boldsymbol{T} \boldsymbol{p}+\boldsymbol{t} . \tag{4.5}
\end{equation*}
$$

Geometrically, $\mathcal{E}$ maps the Bloch ball into an ellipsoid, with $\boldsymbol{t}$ the shift from the ball's origin and $\boldsymbol{T}$ a distortion matrix for the ball. The $\boldsymbol{T}$ matrix can be diagonalized from SVD

$$
\mathcal{T}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{4.6}\\
s_{1} & \lambda_{1} & 0 & 0 \\
s_{2} & 0 & \lambda_{2} & 0 \\
s_{3} & 0 & 0 & \lambda_{3}
\end{array}\right) \equiv\left(\begin{array}{cc}
1 & 0 \\
\boldsymbol{s} & \boldsymbol{\Lambda}
\end{array}\right)
$$

with two rotations $O_{1}$ and $O_{2}$ such that $O_{2} \boldsymbol{s}=\boldsymbol{t}, O_{2} \boldsymbol{\Lambda} O_{1}=\boldsymbol{T}$. From $S U(2) / \mathbb{Z}_{2} \cong S O(3)$, the rotations $O_{1}$ and $O_{2}$ correspond to prior and posterior $S U(2)$ rotations $U_{1}$ and $U_{2}$, respectively. There are totally 12 independent parameters in $\mathcal{T}$, with six from the prior and posterior rotations, and six from the rest. Also the dynamical operator $\mathcal{D}$ can be obtained as $\mathcal{D}=U \mathcal{T} U^{\dagger}$. The dynamics is $\operatorname{res}(\rho) \mapsto \mathcal{D} \operatorname{res}(\rho)$ for $\operatorname{res}(\rho)=\left(\rho_{00}, \rho_{01}, \rho_{10}, \rho_{11}\right)^{\mathrm{T}}$, which is a representation of $\rho$ in Kronecker basis, see example 1 .

### 4.2 Qubit channel decomposition

### 4.2.1 Theory of Ruskai-Szarek-Werner

Ruskai, Szarek, and Werner [73] studied in details the properties for the set of qubit quantum channels, and in particular, they developed qubit channel decomposition formula in terms of convex sum of generalized extreme channels. Properties of generalized extreme channels are further analyzed by several others [119, 87, 120, 121]. Here we present the qubit channel decomposition theory based on their original result [73].

Denote the set of extreme qubit channels as $\mathscr{S}_{2}^{\mathrm{e}}$, the set of rank $\leq 2$ qubit channels as $\mathscr{S}_{\leq 2}$, the set of rank $\leq 2$ unital qubit channel as $\mathscr{S}_{\leq 2}^{\mathrm{u}}$. Then $\mathscr{S}_{\leq 2} \supset \mathscr{S}^{\mathrm{e}}$, and $\mathscr{S}_{\leq 2} \supset \mathscr{S}_{\leq 2}^{\mathrm{u}}$.

Theorem 30 (Ruskai-Szarek-Werner (RSW) [73]). For a qubit channel $\mathcal{E} \in \mathscr{S}_{2}$, the following conditions are equivalent:

1. $\mathcal{E}$ belongs to the closure of the set of extreme channels of $\mathscr{S}_{2}$, i.e., $\mathcal{E} \in \operatorname{cl} \mathscr{S}_{2}^{\mathrm{e}}$.
2. The Choi state takes the form

$$
\mathcal{C}=\left(\begin{array}{cc}
A & \sqrt{A} U \sqrt{B}  \tag{4.7}\\
\sqrt{B} U^{\dagger} \sqrt{A} & B
\end{array}\right)
$$

for $0 \leq A, B \leq 1$ and a unitary matrix $U$.
3. The $\mathcal{T}$ matrix can be reduced to the form

$$
\mathcal{T}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{4.8}\\
0 & \lambda_{1} & 0 & 0 \\
0 & 0 & \lambda_{2} & 0 \\
t & 0 & 0 & \lambda_{3}
\end{array}\right)
$$

with $\lambda_{3}=\lambda_{1} \lambda_{2}, t^{2}=\left(1-\lambda_{1}\right)^{2}\left(1-\lambda_{2}\right)^{2}$.

- The rank of the Choi state satisfies $r_{\mathcal{C}} \leq 2$.

This theorem provides a characterization of qubit generalized extreme channels and also extreme channels. The $\mathcal{T}$ matrix can also be parameterized using rotation angles. Let $\lambda_{1}=\cos u, \lambda_{2}=\cos v$, then $\lambda_{3}=\cos u \cos v, t=\sin u \sin v$, for rotation angles $u$ and $v$. From Eq. (4.8), one can obtain the two Kraus operators

$$
F_{0}=\left(\begin{array}{cc}
\cos \beta & 0  \tag{4.9}\\
0 & \cos \alpha
\end{array}\right), \quad F_{1}=\left(\begin{array}{cc}
0 & \sin \alpha \\
\sin \beta & 0
\end{array}\right)
$$

with $\alpha=(u+v) / 2$ and $\beta=(u-v) / 2$.
A classification of qubit generalized extreme channels has also been provided [73], and there are three classes: (I) Rank-two extreme channels that are non-unital; (II) Rank-one extreme channels, which are unitary; (III) Rank-two quasi-extreme channels, which are ranktwo unital channels, i.e., can be written as a convex sum of two unitary channels. This classification can be explained based on Eq. 4.9). When $\alpha=\beta$, we find $F_{0}=\cos \alpha \mathbb{1}$, $F_{1}=\sin \alpha X$, which represents rank-two quasi-extreme channels. Furthermore, when $\alpha=\beta$, $\cos \alpha=0$ or $\sin \alpha=0$, the channel becomes unitary. From class (III) we see that quasiextreme channels can be written as convex sum of extreme channels with smaller ranks.

Corollary 31. A channel $\mathcal{E} \in \mathscr{S}_{\leq 2}$ is either extreme or unital, i.e., $\mathscr{S}_{\leq 2}=\mathscr{S}_{2}^{\mathrm{e}} \cup \mathscr{S}_{\leq 2}^{\mathrm{u}}$.

The qubit channel decomposition formula is provided based on the Choi state form of generalized extreme channels.

Theorem 32 ([73]). Any qubit channel $\mathcal{E}$ can be written as a convex combination of two generalized extreme channels

$$
\begin{equation*}
\mathcal{E}=p \mathcal{E}_{1}^{\mathrm{g}}+(1-p) \mathcal{E}_{2}^{\mathrm{g}}, p \in[0,1] . \tag{4.10}
\end{equation*}
$$

Proof. In the Choi state form (4.7), the contraction $R$ can be written as a convex sum of two unitary matrices $R=p U_{1}+(1-p) U_{2}$ from Theorem 9 , then $\mathcal{C}=p \mathcal{C}_{1}^{\mathrm{g}}+(1-p) \mathcal{C}_{2}^{\mathrm{g}}$, with $\mathcal{C}_{1}^{\mathrm{g}}$ $\left(\mathcal{C}_{2}^{\mathrm{g}}\right)$ denoting the generalized extreme channel Choi state when $R$ is substituted by $U_{1}\left(U_{2}\right)$. The decomposition of contraction can be shown by a particular example. The contraction $R$ can be decomposed by singular value decomposition as

$$
\begin{align*}
R & =V\left(\begin{array}{cc}
\cos \theta_{1} & 0 \\
0 & \cos \theta_{2}
\end{array}\right) W \\
& =\frac{1}{2} V\left(\begin{array}{cc}
e^{i \theta_{1}} & 0 \\
0 & e^{i \theta_{2}}
\end{array}\right) W+\frac{1}{2} V\left(\begin{array}{cc}
e^{-i \theta_{1}} & 0 \\
0 & e^{-i \theta_{2}}
\end{array}\right) W \tag{4.11}
\end{align*}
$$

Then $R=\frac{1}{2}\left(U_{1}+U_{2}\right)$, and $\mathcal{C}=\frac{1}{2}\left(\mathcal{C}_{1}^{\mathrm{g}}+\mathcal{C}_{2}^{\mathrm{g}}\right)$.
4.2.2 Geometry for qubit channel decomposition

From Theorem 32 above we know that a convex sum of no more than two generalized extreme channels is sufficient to decompose any qubit channel. Such a decomposition can be understood geometrically. Set up a coordinate system by $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ based on the affine representation. Note the space of $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ is also called distortion space from Theorem 11 . The coordinate for a generalized extreme channel is $(\cos (\alpha-\beta), \cos (\alpha+\beta), \cos (\alpha-\beta) \cos (\alpha+$ $\beta)$ ). The set of unital qubit channels forms a tetrahedron, as shown in the left panel of Fig. 4.1. The origin $(0,0,0)$ is at the center of the tetrahedron, which corresponds to the case $\alpha=\pi / 2, \beta=0$. The coordinates for Pauli operators are $X:(1,-1,-1),-i Y:(-1,1,-1)$, $Z:(-1,-1,1)$, and $\mathbb{1}:(1,1,1)$, which are the four vertices. Rank-two channels sit on the
six edges, rank-three channels sit on the four faces, and rank-four channels sit inside the tetrahedron.

By comparison, the set of non-unital channels have a more complicated shape for fixed values of $t$. To determine the shape of this set, one can use the necessary condition [73] for complete positivity

$$
\begin{equation*}
\left(\lambda_{1} \pm \lambda_{2}\right)^{2} \leq\left(1 \pm \lambda_{3}\right)^{2}-t^{2} . \tag{4.12}
\end{equation*}
$$

For a fixed $t$, the above two equations correspond to two curved planes, which enclose a region for the two inequalities. This region is termed as an unsymmetrically "rounded" tetrahedron [73]. Note when $t=0$, this rounded tetrahedron just becomes a tetrahedron, and each curved plane becomes two planes intersected at a sharp edge, which corresponds to the edge of the tetrahedron, and the intersections generate the four edges and six vertices of the tetrahedron. We show one example for the case $t=0.2$ in the right panel of Fig. 4.1. it can be seen that there is one curved plane that covers the other from the top, and the intersection of the two curved planes is highlighted by blue stars, which form a closed curve. The closed curve corresponds to generalized extreme channels.

It is known that a qubit unital channel can be written as a convex sum of four unitary channels. This can be understood from the geometry of the tetrahedron. Any point in the tetrahedron corresponds to a qubit unital channel, and it can be written as a convex sum of


Figure 4.1: The geometry of the set of qubit channels. (Left) Unital case, the set of unital qubit channels forms a tetrahedron. (Right) Non-unital case for the particular value $t=0.2$ in Eq. (4.8), and the blue stars highlights the intersection of the two curved planes.
the four vertices of the tetrahedron, which are unitary channels.
The four vertices are not extreme channels for the set of non-unital channels anymore. That is to say, a non-unital channel cannot be written as a convex sum of unitary channels. Instead, the extreme channels for the non-unital case are the closed intersected curve. This implies there are infinite number of extreme channels. Then, for qubit channel decomposition, given an arbitrary qubit channel, unital or not, one only needs a convex sum of two generalized extreme channels $\mathcal{E}=p \mathcal{E}_{1}^{\mathrm{g}}+(1-p) \mathcal{E}_{2}^{\mathrm{g}}$, following from the geometry: the point in the body corresponding to the given qubit channel can be expressed as the convex sum of two points from the opposite edges of the rounded tetrahedron.
4.2.3 Our approach for qubit channel simulation

We intend to develop an algorithm for qubit channel simulation. However, the RSW method is not straightforward to be employed due to the following reasons. First, the RSW channel decomposition 4.10 takes a special form, in that the two generalized extreme channels all have the same block matrices on the diagonal of the Choi states $\mathcal{C}_{i}^{\mathrm{g}}$ with those in the Choi state $\mathcal{C}$ of the channel to be decomposed. This requires to express a Choi state in blockmatrix form and the decomposition of contraction, which is not necessary for our qubit channel simulation. Second, the Choi state for a generalized extreme channel corresponds to a $\mathcal{T}$ matrix (4.8), together with a prior and a posterior basis transformation. That is to say, the Kraus operators of an arbitrary generalized extreme channel are $K_{0}=U F_{0} V$ and $K_{1}=U F_{1} V$ for unitary operators $U$ and $V$. The RSW paper does not analyze how to find those basis transformations $U$ and $V$. Third, the RSW approach does not address the problem of circuit-design for the simulation of generalized extreme channels.

By comparison, we do not require the block matrices on the diagonal of the generalized extreme channel Choi states are the same with those for the given channel. This is much more convenient for numerical simulation. As a result, we do not use decomposition of contraction. Also we address the problem of circuit-design for the simulation of generalized


Figure 4.2: The quantum circuit for the qubit multiplexer $M_{10}(\alpha, \beta)$ with the top wire for the system and the bottom for the ancilla. The circuit equivalence can be easily verified [2, 108]. When the system is in state $|0\rangle$, the ancilla is acted on by $R_{y}(2 \beta)$; when the system is in state $|1\rangle$, the ancilla is acted on by $X R_{y}(\beta-\alpha) X R_{y}(\alpha+\beta)$, which is just $R_{y}(2 \alpha)$.
extreme channels, which is a central component for the design of qubit channel simulator.

### 4.3 Qubit channel simulation algorithm

4.3.1 Representations of generalized extreme qubit channels

In this section we present a detailed characterization of any qubit generalized extreme channel $\mathcal{E}^{g}$ specified by the two Kraus operators (4.9). From dilation, the channel $\mathcal{E}^{\mathrm{g}}$ can be realized by the unitary operator

$$
\begin{equation*}
U_{\text {qub }}:=\operatorname{CNOT} M_{10}(\alpha, \beta), \tag{4.13}
\end{equation*}
$$

where the multiplexor $M_{10}(\alpha, \beta)$, shown in Fig. 4.2, takes the form

$$
M_{10}(\alpha, \beta):=R_{y}(2 \beta) \oplus R_{y}(2 \alpha)=\left(\begin{array}{cccc}
\cos \beta & -\sin \beta & 0 & 0  \tag{4.14}\\
\sin \beta & \cos \beta & 0 & 0 \\
0 & 0 & \cos \alpha & -\sin \alpha \\
0 & 0 & \sin \alpha & \cos \alpha
\end{array}\right)
$$

and the CNOT gate allows the ancilla as control.
Further, when the ancilla qubit is prepared in state $|0\rangle$, we can save one CNOT gate and the multiplexer can be realized as $\tilde{M}:=\left(\mathbb{1} \otimes R_{y}\left(2 \gamma_{1}\right)\right) \operatorname{CNOT}\left(\mathbb{1} \otimes R_{y}\left(2 \gamma_{2}\right)\right)$ for $2 \gamma_{1}=\beta-\alpha+\pi / 2$
and $2 \gamma_{2}=\beta+\alpha-\pi / 2$. Now we check the actions of $M \equiv M_{10}(\alpha, \beta)$ and $\tilde{M}$.

$$
\begin{align*}
& M|0\rangle|0\rangle=|0\rangle R_{y}(2 \beta)|0\rangle ; M|1\rangle|0\rangle=|1\rangle R_{y}(2 \alpha)|0\rangle  \tag{4.15}\\
& \tilde{M}|0\rangle|0\rangle=|0\rangle R_{y}(2 \beta)|0\rangle ; \tilde{M}|1\rangle|0\rangle=|1\rangle X R_{y}(\pi-2 \alpha)|0\rangle=|1\rangle R_{y}(2 \alpha) Z|0\rangle . \tag{4.16}
\end{align*}
$$

We see that $\tilde{M}$ introduces one additional $Z$ operation when the system is $|1\rangle$, while the $Z$ operation acts trivially on ancilla state $|0\rangle$. In general, when the ancilla can be prepared in arbitrary state, the additional $Z$ operation will cause a phase error.

In matrix form, the unitary operator $U_{\text {qub }}$ is

$$
U_{\text {qub }}=\left(\begin{array}{cccc}
\cos \beta & -\sin \beta & 0 & 0  \tag{4.17}\\
0 & 0 & \sin \alpha & \cos \alpha \\
0 & 0 & \cos \alpha & -\sin \alpha \\
\sin \beta & \cos \beta & 0 & 0
\end{array}\right) .
$$

The circuit diagram of $U_{\text {qub }}$ is shown in Fig 4.3, with two additional rotations for basis transformation. Next we explain the action of the operator $U_{\text {qub }}$. If the system qubit were in the state $|0\rangle$, then the CNOT would have no action on the ancilla, and the two rotations combine to give $R_{y}(2 \beta)$, which yields the state $\cos \beta|0\rangle+\sin \beta|1\rangle$. If the system is in the state $|1\rangle$, then an $X$ operation flips the ancilla, and then the two rotations give $\cos \alpha|0\rangle+\sin \alpha|1\rangle$. Measuring the ancilla in the state $|0\rangle$ then multiplies state $|0\rangle$ for the system by $\cos \beta$ and state $|1\rangle$ by $\cos \alpha$; this is the action of $F_{0}$. Similarly, measuring the ancilla in the state $|1\rangle$ multiplies state $|0\rangle$ for the system by $\sin \beta$, and state $|1\rangle$ by $\sin \alpha$; this is the action of the operator

$$
F_{1}^{\prime}=\left(\begin{array}{cc}
\sin \beta & 0  \tag{4.18}\\
0 & \sin \alpha
\end{array}\right)
$$

In that case we can simply apply $X$, which gives the required Kraus operator $F_{1}$.


Figure 4.3: The quantum circuit to implement a generalized extreme qubit channel $\mathcal{E}^{\mathrm{g}}$, together with additional prior rotation $R_{m}(2 \delta)$ and posterior rotation $R_{n}(2 \varphi) . R_{y}(2 \gamma)=$ $\exp (-i Y \gamma)=\mathbb{1} \cos \gamma-i Y \sin \gamma$; the two angles are $2 \gamma_{1}=\beta-\alpha+\pi / 2$ and $2 \gamma_{2}=\beta+\alpha-\pi / 2$. Ignoring the prior and posterior rotations, the measurement in the computational basis with the outcome $|0\rangle(|1\rangle)$ corresponds to the realization of the Kraus operator $F_{0}\left(F_{1}\right)$ in Eq. (4.9). The final operation is a classically controlled $X$ operation. [Figure from Ref. [110], Fig. 1.]

The Choi state corresponding to $\mathcal{E}^{g}$ takes the form

$$
\mathcal{C}_{\text {qub }}=\frac{1}{2}\left(\begin{array}{cccc}
\cos ^{2} \beta & 0 & 0 & \cos \alpha \cos \beta  \tag{4.19}\\
0 & \sin ^{2} \alpha & \sin \alpha \sin \beta & 0 \\
0 & \sin \alpha \sin \beta & \sin ^{2} \beta & 0 \\
\cos \alpha \cos \beta & 0 & 0 & \cos ^{2} \alpha
\end{array}\right) \equiv\left(\begin{array}{cc}
A_{1} & C_{12} \\
C_{21} & A_{2}
\end{array}\right)
$$

with $C_{12}=\sqrt{A_{1}} U \sqrt{A_{2}}$. The unitary $U$ is a modified permutation operator which depends on the parameters $\alpha$ and $\beta$ as follows. i) If $\sin \alpha \sin \beta>0, \cos \alpha \cos \beta>0, U=X$; ii) If $\sin \alpha \sin \beta<0, \cos \alpha \cos \beta<0, U=-X$; iii) If $\sin \alpha \sin \beta<0, \cos \alpha \cos \beta>0, U=i Y$; iv) if $\sin \alpha \sin \beta>0, \cos \alpha \cos \beta<0, U=-i Y$. The eigenvalues of $\mathcal{C}_{\text {qub }}$ are $\lambda_{1}=\left(\sin ^{2} \alpha+\sin ^{2} \beta\right) / 2$, $\lambda_{2}=\left(\cos ^{2} \alpha+\cos ^{2} \beta\right) / 2, \lambda_{3}, \lambda_{4}=0$. The rank of Choi state equals the number of Kraus operators which is two.

For completeness, the process matrix $\mathcal{S}_{\text {qub }}$ takes the form

$$
\mathcal{S}_{\mathrm{qub}}=\frac{1}{4}\left(\begin{array}{cccc}
(\cos \alpha+\cos \beta)^{2} & 0 & 0 & \cos ^{2} \beta-\cos ^{2} \alpha  \tag{4.20}\\
0 & (\sin \alpha+\sin \beta)^{2} & i\left(\sin \beta^{2}-\sin \alpha^{2}\right) & 0 \\
0 & -i\left(\sin ^{2} \beta-\sin ^{2} \alpha\right) & (\sin \alpha-\sin \beta)^{2} & 0 \\
\cos ^{2} \beta-\cos ^{2} \alpha & 0 & 0 & (\cos \alpha-\cos \beta)^{2}
\end{array}\right)
$$

```
Algorithm 1 Algorithm for qubit quantum channel \(\mathcal{E}\) simulation
Input:
    \([\mathcal{E}]\) : bit-string description of the qubit channel
    \(\epsilon\) : the error tolerance
Output:
    \(\epsilon^{\prime}\) : actual simulation error
    \([C]\) : bit-string description of the circuit
    function \(\operatorname{ChaSim}([\mathcal{E}], \epsilon)\)
        \([C] \leftarrow \varnothing . \quad \triangleright\) Initializes as the empty-string
        \(U \leftarrow\) Haar-rand- \(S U(8)\). \(\quad \triangleright\) Generate random unitary operator
        for \(i=0\) to 3 do
            \(K_{i} \leftarrow\langle i| U|0\rangle . \quad \triangleright\) Generate Kraus operators
        end for
        \(\mathcal{C} \leftarrow\left\{K_{i}\right\} . \quad \triangleright\) Generate input Choi state \(\mathcal{C}\)
        for \(\imath=1\) to 2 do
            \(p \leftarrow \operatorname{rand}[0,1] . \quad \triangleright\) Generate probability
            \(W^{(2)}, V^{(2)} \leftarrow\) Haar-rand- \(S U(2) . \quad \triangleright\) Generate random unitary operators
            \(\vec{\theta}^{(2)} \leftarrow 2 \pi \operatorname{rand}[0,1]^{\otimes 2}\). \(\triangleright\) Generate rotation angles
            \(M_{10}\left(\theta_{1}^{(2)}, \theta_{2}^{(\nu)}\right) \leftarrow R_{y}\left(2 \theta_{2}^{(2)}\right) \oplus R_{y}\left(2 \theta_{1}^{(\nu)}\right)\).
            \(U^{(2)} \leftarrow \operatorname{CNOT} M_{10}^{(2)}\left(\theta_{1}^{(2)}, \theta_{2}^{(2)}\right)\).
            for \(i=0\) to 1 do
                \(F_{i}^{(2)} \leftarrow W^{(2)}\langle i| U^{(2)}|0\rangle V^{(2)} . \quad \triangleright\) Kraus operators for each generalized extreme channel
            end for
            \(\mathcal{C}^{(2)} \leftarrow\left\{K_{i}^{(\imath)}\right\}\).
        end for
        \(\left\{\epsilon^{\prime}, \vec{p}^{\prime}, \vec{\theta}^{(2)}, W^{(2)}, V^{(2)}\right\} \leftarrow \operatorname{CJ}\left(\mathcal{C}, \epsilon, \vec{p},\left\{\mathcal{C}^{(2)}\right\}\right) . \quad \triangleright\) Choi-Jamiołkowski state decomposition
        if \(\epsilon^{\prime} \leq \epsilon\) then
            return \(U^{(2)} \leftarrow \vec{\theta}^{(2)}, W^{(2)}, V^{(2)}\).
            for \(\imath=1\) to 2 do
                \(\tilde{W}^{(2)}, \tilde{V}^{(2)}, \tilde{R}_{y} \leftarrow \mathrm{SK}\left(W^{(2)}, V^{(2)}, R_{y}, \epsilon\right) . \quad \triangleright\) Solovay-Kitaev algorithm
                    \(\left[C^{(2)}\right] \leftarrow \tilde{W}^{(2)}, \tilde{V}^{(2)}, \tilde{R}_{y} . \quad \triangleright\) Construct the generalized extreme channel circuit
            end for
            return \(\epsilon^{\prime}\).
            return \([C] \leftarrow\left[C^{(1)}\right]\left[C^{(2)}\right][p]\).
        else
            return false
        end if
    end function
```

following from the relation $\mathcal{S}=U^{\dagger} \mathcal{C} U$ with Choi state for basis transformation $U$ (4.3). It can be easily checked that $\mathcal{S}_{\text {qub }}$ is rank two and has the same eigenvalues with $\mathcal{C}_{\text {qub }}$.

### 4.3.2 Optimization algorithm for qubit channel simulation

Now we describe the algorithm for the simulation of a general qubit channel, shown in Algorithm 1. The algorithm accepts the description of a qubit channel $\mathcal{E}$ and an error tolerance $\epsilon$ as input. The output is a quantum circuit, and also a bound $\epsilon^{\prime}$ on the resultant circuit with respect to the actual channel $\mathcal{E}$ being simulated.

An arbitrary qubit channel $\mathcal{E}$ has 12 parameters whereas the optimization of $\mathcal{E}$ is over 17 parameters. We note that the optimization precludes an efficient circuit-design algorithm, while the optimization does not require much computational resource. An input qubit channel is obtained from a unitary operator $U \in S U(8)$ according to dilation, and the randomness of the input qubit channel is ensured by randomly choosing the dilated unitary operator. Our algorithm employs an iterative optimization procedure, which is repeated until a satisfactory circuit is found or aborted if the optimization routine fails to find a good circuit within a pre-specified number of trials. The objective function for optimization is given by the trace distance $D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right)$, as established in Eq. (3.45) in Chapter 3.

Our algorithm employs a simple nonlinear programming method [111] on channels generated by partial trace of Haar-random-generated unitary operators on the dilated space [112]. We simulate on MATLAB ${ }^{\circledR}$ using GlobalSearch algorithm. Fig. 4.4 shows the simulation results for 20 randomly chosen qubit channels. We can see that our simulations yield errors of order $10^{-2} \sim 10^{-4}$ for qubit channels, and the convergence on average only takes several minutes. The "jumps" is due to the intrinsic procedure of the GlobalSearch program, and does not require an apparent explanation. Instead, only the long-time convergence matters for the optimization. We can see that the simulation accuracy for qubit channel decomposition is high enough, especially compared with the qutrit and two-qubit cases in Chapter 5 .

### 4.3.3 Quantum circuit cost

We summarize our result for single-qubit channel simulation as follows.

Proposition 33. Any single-qubit channel $\mathcal{E}$ can be implemented by a convex sum of two generalized extreme qubit channels, each of which can be simulated by a quantum circuit with one ancillary qubit, one CNOT, one classically controlled NOT gate, and four qubit rotations, and the convex sum requires a random classical bit.

Given the simulation error tolerance $\epsilon$, each of the generalized extreme qubit channels in


Figure 4.4: Simulation results for 20 randomly chosen qubit channels. The number of calls to local solvers in GlobalSearch algorithm corresponds to the simulation runtime, and the simulation error is the trace distance between the input qubit Choi state and the approximate Choi state. The inset magnifies part of the figure to show the convergence more clearly.
the convex combination is to be simulated within distance $\epsilon$ by the convexity of the one-norm distance. The error bound for a generalized extreme qubit channel is satisfied if its dilated two-qubit unitary operators is approximated within distance $\epsilon / 2$, according to Theorem 5 . There are four single-qubit unitary operators used within the circuit. The error bound will be satisfied, provided each of these unitary operators is approximated within distance $\epsilon / 8$. These unitary operators can be approximated via the SKDN algorithm with $O\left(\log ^{3.97}(1 / \epsilon)\right)$ gates from a universal library $S$. Using our lookup database, the SKDN algorithm may be implemented efficiently, in that the classical complexity to determine the gate sequence does not exceed $O\left(\log ^{2.71}(1 / \epsilon)\right)$. However, due to the optimization procedure, the classical circuit-design algorithm would not have a clear scaling. While the quantum circuit has a clear scaling, which comprises $O\left(\log ^{3.97}(1 / \epsilon)\right)$ quantum gates.

### 4.4 Discussion and conclusion

Here we discuss some other approaches for single-qubit channel and open-system dynamics simulation, from which the merits of our simulator are emphasized. First, the simulation of single-qubit channels using a mixed-state environment has been studied [122, 123]. It is proved that this approach cannot simulate all qubit channels. In the affine representation, it is shown that $3 / 8$ of generalized depolarizing qubit channels can be simulated by the one-qubit mixed-state environment. Further, counterexamples are shown that cannot be simulated by a circuit with one-qubit mixed-state environment [122, 124]. Our approach, instead, successfully achieved the universality for simulating arbitrary qubit channels by convex sum of smaller qubit channels, which are the generalized extreme qubit channels.

The simulation of Markovian dynamics has also been studied [125]. This employs a Trotter-Suzuki formula [38, 39] for nonunitary operators to decompose a Markovian dynamics $\mathcal{E}=e^{\mathcal{L} t}$ into a product of other Markovian dynamics $\prod_{i} e^{\mathcal{L}_{i} t_{i}}$. Each term $e^{\mathcal{L}_{i} t_{i}}$ needs to be realized by a dilated unitary operator, hence a large number of CNOT gates are required generally. Instead, using the framework of quantum channel simulation the Markovian dynamics can be converted into a quantum channel form first [57], and then simulated using our scheme.

Also simulation based on bang-bang control and feedback has been developed [126]. Using polar decomposition, a quantum channel can be expressed as $\mathcal{E}: \rho \mapsto \sum_{i} U_{i} B_{i} \rho B_{i} U_{i}^{\dagger}$, which is interpreted as a separation of a channel in terms of a measurement step $B_{i}$, followed by a feedback step for the unitary operators $U_{i}$. The measurement $\left\{B_{i}\right\}$ can be performed using bang-bang control technique, and a resettable qubit ancilla is employed to feedback the measurement results and selectively implement each unitary operator $U_{i}$. This approach also applies to qudit channel simulation, thus it is claimed that an arbitrary open-system dynamics can be simulated using just one qubit ancilla more than required to simulate closed-system dynamics. However, compared to our approach, this simulation would require
a large amount of CNOT gates for the bang-bang control, also this simulation requires the engineering of Hamiltonian-driven evolution.

For conclusion, we have demonstrated that our scheme for single-qubit quantum channel simulation is 1) deterministic, which means no post-selection is required, 2) universal, which means it applies for arbitrary single-qubit channel, 3) digital, which means it comprises quantum gates that can be implemented at discrete time instead of gates based on Hamiltonian-driven evolution, 4) optimal, which means it only requires a single CNOT gate and a single-qubit ancilla, and also 5) algorithmic, which means the simulation accuracy is promised.

## Chapter 5

## Qutrit and two-qubit quantum channel simulations

In this chapter we study the simulation of qutrit and two-qubit quantum channels, which is an expansion of the general result in Chapter 3 and the result in our paper [102]. We provide detailed studies for the quantum circuit representations and optimization simulation for both the qutrit (in $\$ 5.1$ ) and two-qubit (in $\$ 5.2$ ) quantum channels. In particular, a classification of generalized extreme qutrit channels is presented, and the classification of generalized extreme two-qubit channels is also addressed. We conclude in $\$ 5.3$.

### 5.1 Qutrit quantum channel simulation

### 5.1.1 Extreme qutrit channels

From the general construction of generalized extreme qudit channel (3.31), we obtain the unitary operator for the quantum circuit of a qutrit generalized extreme channel $\mathcal{E}_{\text {qut }}^{g}$

$$
\begin{equation*}
U_{\mathrm{qut}}:=C X_{2} C X_{1} M_{21}(f, e) M_{20}(d, c) M_{10}(b, a), \tag{5.1}
\end{equation*}
$$

acting on two qutrits, one for the qutrit system and the other for a qutrit ancilla for rotation angles $a, b, c, d, e, f \in[0,2 \pi]$. The circuit diagram is shown in Fig. 5.1. The permutation gates are

$$
X_{1}=(021)=\left(\begin{array}{lll}
0 & 1 & 0  \tag{5.2}\\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right), X_{2}=(012)=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

where we also included their permutation representation. The gates $X_{1}$ in $C X_{1}$ can be decomposed as $X_{21} X_{10}$, and $X_{2}$ can be decomposed as $X_{21} X_{20}$, and then

$$
\begin{equation*}
C X_{2} C X_{1}=C X_{21} C X_{20} C X_{21} C X_{10} \tag{5.3}
\end{equation*}
$$



Figure 5.1: The generalized extreme qutrit channel circuit. (Up) Representation using multiplexers and controlled-permutation gates. (Bottom) Representation with controlled-Givens rotations and controlled-bit flip gates.
with the ancilla as control for all of the four $C X_{j k}$ gates. Also there will be prior and posterior qutrit rotations acting on the system for a more general qutrit generalized extreme channel. In the following we will present the corresponding Kraus operators, Choi state, and the analysis of circuit component of $U_{\text {qut }}$.

The three multiplexers can be decomposed into six controlled-Givens rotations, which can be implemented by six $C X_{j k}$ gates and nine Givens rotations obtained from basic technique of circuit design [17]. The prior and posterior qutrit rotations acting on the system can be realized by six Givens rotations since a qutrit rotation can be decomposed as a product of three Givens rotations each acting on a qubit subspace of the qutrit [127]. In all, there are ten $C X_{j k}$ gates and 15 Givens rotations in the circuit for a qutrit generalized extreme channel. Furthermore, if classical feedback is available, the last four $C X_{j k}$ gates can be replaced by classically controlled $X_{j k}$ gates, as the case of qubit channel simulation [110].

If we are limited to quantum computers based on qubits, we have to simulate qudit channels by multi-qubit channels. Generally, one qudit extreme channel can be simulated by an $m=\left\lceil\log _{2} d\right\rceil$-qubit extreme channel. For the qutrit extreme channel, we can use two qubits and employ the subspace $|00\rangle,|01\rangle,|10\rangle$ as the qutrit system. We also need two qubits for the ancilla. The Kraus operators and the circuit unitary operator can be extended from the qutrit case to the two-qubit case easily. It is clear to see that the probability for the ancilla to be at state $|11\rangle$ at the end of the circuit is zero, which means we do not need to consider post-selection effect.

From $F_{i}=\langle i| U_{\text {qut }}|0\rangle(i=0,1,2)$ we obtain the three Kraus operators for the extreme channel $\mathcal{E}_{\text {qut }}^{\mathrm{g}}$

$$
\begin{gather*}
F_{0}=\left(\begin{array}{ccc}
\cos a \cos c & 0 & 0 \\
0 & \cos b & 0 \\
0 & 0 & \cos d
\end{array}\right), F_{1}=\left(\begin{array}{ccc}
0 & \sin b \cos e & 0 \\
0 & 0 & -\sin d \sin f \\
\sin a & 0 & 0
\end{array}\right)  \tag{5.4a}\\
F_{2}=\left(\begin{array}{ccc}
0 & 0 & \sin d \cos f \\
\cos a \sin c & 0 & 0 \\
0 & \sin b \sin e & 0
\end{array}\right) \tag{5.4b}
\end{gather*}
$$

The Choi state can also be obtained, which is shown in equation A.1 in the Appendix A. In the following we prove that the circuit indeed realizes the three Kraus operators. The unitary operator for the extreme channel before tracing out the ancilla is shown in Eq. (A.7). The colors green, red, and yellow indicate the corresponding elements come from Kraus operators $F_{0}, F_{1}$, and $F_{2}$. Next we show the evolution of an arbitrary input state $\rho$. We need to show that $\langle i| U_{\text {qut }}(\rho \otimes|0\rangle\langle 0|) U_{\text {qut }}^{\dagger}|i\rangle=F_{i} \rho F_{i}^{\dagger}$, which means the projection $|i\rangle\langle i|$ on the ancilla is equivalent to the action of $F_{i}$ on the system.

First we consider a pure state $|\psi\rangle=x|0\rangle+y|1\rangle+w|2\rangle$ with $|x|^{2}+|y|^{2}+|w|^{2}=1$. The final state of the whole system, i.e. system plus ancilla, takes the form in Eq. A.8). In the computational basis of system and ancilla, the final state can be expressed as $\rho_{\mathrm{SA}}=$ $\sum_{i_{\mathrm{S}}, i_{\mathrm{A}}} \sum_{j_{\mathrm{S}}, j_{\mathrm{A}}} \rho_{i_{\mathrm{S}}, i_{\mathrm{A}}, j_{\mathrm{s}}, j_{\mathrm{A}}}\left|i_{\mathrm{S}}, i_{\mathrm{A}}\right\rangle\left\langle j_{\mathrm{S}}, j_{\mathrm{A}}\right|$. The action of the projection $|i\rangle\langle i|$ on the state $\rho_{\mathrm{SA}}$ can be obtained.

The Kraus operator $F_{0}$ acts on system state resulting in

$$
F_{0} \rho F_{0}^{\dagger}=\left(\begin{array}{lll}
x^{2} \cos ^{2} a \cos ^{2} c & x y \cos a \cos b \cos c & w x \cos a \cos c \cos d  \tag{5.5}\\
x y \cos a \cos b \cos c & y^{2} \cos ^{2} b & w y \cos b \cos d \\
w x \cos a \cos c \cos d & w y \cos b \cos d & w^{2} \cos ^{2} d
\end{array}\right)
$$

which is the same with the projection $|0\rangle\langle 0|$ on the state $\rho_{\mathrm{SA}}$.

The Kraus operator $F_{1}$ acts on system state resulting in

$$
F_{1} \rho F_{1}^{\dagger}=\left(\begin{array}{lll}
y^{2} \cos ^{2} e \sin ^{2} b & -w y \cos e \sin b \sin d \sin f & x y \cos e \sin a \sin b  \tag{5.6}\\
-w y \cos e \sin b \sin d \sin f & w^{2} \sin ^{2} d \sin ^{2} f & -w x \sin a \sin d \sin f \\
x y \cos e \sin a \sin b & -w x \sin a \sin d \sin f & x^{2} \sin ^{2} a
\end{array}\right),
$$

which is the same with the projection $|1\rangle\langle 1|$ on the state $\rho_{\mathrm{SA}}$.
The Kraus operator $F_{2}$ acts on system state resulting in

$$
F_{2} \rho F_{2}^{\dagger}=\left(\begin{array}{lll}
w^{2} \cos ^{2} f \sin ^{2} d & w x \cos a \cos f \sin c \sin d & w y \cos f \sin b \sin d \sin e  \tag{5.7}\\
w x \cos a \cos f \sin c \sin d & x^{2} \cos ^{2} a \sin ^{2} c & x y \cos a \sin b \sin c \sin e \\
w y \cos f \sin b \sin d \sin e & x y \cos a \sin b \sin c \sin e & y^{2} \sin ^{2} b \sin ^{2} e
\end{array}\right)
$$

which is the same with the projection $|2\rangle\langle 2|$ on the state $\rho_{\mathrm{SA}}$. That is, we have proved the projection $|i\rangle\langle i|$ on the ancilla is equivalent to the action of $F_{i}$ on the system.

### 5.1.2 Classification of extreme and quasi-extreme qutrit channels

Here we present a brief study for the classification of extreme and quasi-extreme channels.
(I) Rank-one extreme channels. This can only be the unitary operators, similar with the qubit case. It is straightforward to see that this occurs when any two of the three Kraus operators (5.4) are zero matrices.
(II) Rank-two extreme and quasi-extreme channels. This occurs when one Kraus operator is zero. There are three cases.

1. $F_{1}=\mathbf{0}$ for $a, b, e, f=0$;

$$
F_{0}=\left(\begin{array}{ccc}
\cos c & 0 & 0  \tag{5.8}\\
0 & 1 & 0 \\
0 & 0 & \cos d
\end{array}\right), F_{2}=\left(\begin{array}{ccc}
0 & 0 & \sin d \\
\sin c & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

The set $\left\{F_{1}^{\dagger} F_{1}, F_{1}^{\dagger} F_{2}, F_{2}^{\dagger} F_{1}, F_{2}^{\dagger} F_{2}\right\}$ is linearly dependent when $\cos ^{2} c+\sin ^{2} d=1$. For instance, this occurs when $c=d$, while this does not lead to unital channel by checking
$\mathcal{E}(\mathbb{1}) \neq \mathbb{1}$. This is different from the qubit case, for which all rank-two quasi-extreme qubit channels are unital channels, see Chapter 4.
2. $F_{2}=\mathbf{0}$ for $c, d, e, f=0$;

$$
F_{0}=\left(\begin{array}{ccc}
\cos a & 0 & 0  \tag{5.9}\\
0 & \cos b & 0 \\
0 & 0 & 1
\end{array}\right), F_{1}=\left(\begin{array}{ccc}
0 & \sin b & 0 \\
0 & 0 & 0 \\
\sin a & 0 & 0
\end{array}\right)
$$

The set $\left\{F_{0}^{\dagger} F_{0}, F_{0}^{\dagger} F_{1}, F_{1}^{\dagger} F_{0}, F_{1}^{\dagger} F_{1}\right\}$ is linearly dependent when $\cos ^{2} a+\sin ^{2} b=1$. For instance, this occurs when $a=b$, while, similar to the former case, this does not lead to unital channel by checking $\mathcal{E}(\mathbb{1}) \neq \mathbb{1}$.
3. $F_{0}=\mathbf{0}$, which occurs for two cases.
$3(\mathrm{a})$ If $b, c, d=\pi / 2$,

$$
F_{1}=\left(\begin{array}{ccc}
0 & \cos e & 0  \tag{5.10}\\
0 & 0 & -\sin f \\
\sin a & 0 & 0
\end{array}\right), F_{2}=\left(\begin{array}{ccc}
0 & 0 & \cos f \\
\cos a & 0 & 0 \\
0 & \sin e & 0
\end{array}\right)
$$

The set $\left\{F_{1}^{\dagger} F_{1}, F_{2}^{\dagger} F_{2}, F_{1}^{\dagger} F_{2}, F_{2}^{\dagger} F_{1}\right\}$ is linearly independent when $\tan ^{2} a \neq \tan ^{2} f \neq$ $\tan ^{-2} e$. Particularly, this case leads to rank-two unital qutrit channels, which occurs when $\cos ^{2} e+\cos ^{2} f=1, \sin ^{2} f+\cos ^{2} a=1$, and $\sin ^{2} a+\sin ^{2} e=1$ hold at the same time. For instance, if $a=f=\pi / 2-e$, this leads to unital channel $\mathcal{E}(\mathbb{1})=\mathbb{1}$.

3(b) If $a, b, d=\pi / 2$,

$$
F_{1}=\left(\begin{array}{ccc}
0 & \cos e & 0  \tag{5.11}\\
0 & 0 & -\sin f \\
1 & 0 & 0
\end{array}\right), F_{2}=\left(\begin{array}{ccc}
0 & 0 & \cos f \\
0 & 0 & 0 \\
0 & \sin e & 0
\end{array}\right)
$$

The set $\left\{F_{1}^{\dagger} F_{1}, F_{2}^{\dagger} F_{2}, F_{1}^{\dagger} F_{2}, F_{2}^{\dagger} F_{1}\right\}$ is linearly dependent when $\cos ^{2} e+\sin ^{2} f=1$. For instance, this occurs when $e=f$, while, similar to the former cases, this does not lead to unital channel by checking $\mathcal{E}(\mathbb{1}) \neq \mathbb{1}$.

Furthermore, one might expect that rank-two qutrit generalized extreme channels reproduce a qubit extreme channel on a two-dimensional subspace. However, this is not the case. The reason is that, from the quantum circuit, there is a sequence of controlled-bit flip gates that enables a rank-two qutrit generalized extreme channels act on the whole space of a qutrit, instead of a two-dimensional subspace.
(III) Rank-three quasi-extreme channels. This occurs for many cases. For instance, when all three elements for each Kraus operator are the same, each Kraus operator reduces to a unitary operator, and the channel is a rank-three mixed unitary channel. This corresponds to the edge of a polytope of the set of mixed unitary channels, which has been studied in Example 5. There are also rank-three nonunital quasi-extreme channels.

### 5.1.3 Simulation results

Next we discuss the simulation of arbitrary qutrit channel. The input qutrit channel $\mathcal{E}$ needs to be chosen randomly, and this is realized by randomly generating unitary operator in $S U(27)$ according to Haar measure, since a channel can be realized by unitary operator followed by a partial trace on the environment [2]. We employ the MATLAB ${ }^{\circledR}$ package developed in Ref. [112]. For instance, a unitary operator $U \in S U(27)$ is generated with command "runitary $(3,3)$ ". The set of Kraus operators for the input channel is obtained from the relation $K_{i}=\langle i| U|0\rangle$. For example, we generate a unitary operator (not shown here since it is $27 \times 27$ ), and obtain the Choi state for an input channel as shown in Eq. A.14, which has eigenvalues $0.0018,0.0244,0.0662,0.1366,0.2499,0.4415,0.5808,0.6519,0.8469$.

According to our decomposition method, we need to decompose the Choi state as

$$
\begin{equation*}
\mathcal{C}=\sum_{i=1}^{3} p_{i} \mathcal{C}_{i}^{\mathrm{g}}, \quad \sum_{i=1}^{3} p_{i}=1, \quad 0 \leq p_{i} \leq 1 \tag{5.12}
\end{equation*}
$$

and each $\mathcal{C}_{i}^{\mathrm{g}}$ corresponds to one generalized extreme channel. Each generalized extreme channel is specified by three Kraus operators, shown in Eq. (5.4), and three initial and final unitary operators, denoted as $R_{1}, R_{2}$, and $R_{3} \in S U(3)$ acting on the system. We let there

Table 5.1: The simulation result for the decomposition of a randomly generated qutrit channel in Eq. A.14). The table on the left contains the parameters for prior and posterior unitary operators, and the table on the right contains the parameters ( $a, b, c, d, e, f$ ) for Kraus operators and the probability $p$, and also the three eigenvalues $\lambda$ for each generalized extreme channels. [Table from Ref. [102], Table B1.]

|  | $\mathcal{C}_{1}^{\mathrm{g}}$ |  |  | $\mathcal{C}_{2}^{\mathrm{g}}$ |  |  | $\mathcal{C}_{3}^{\mathrm{g}}$ |  |  | $a$ | $\mathcal{C}_{1}^{\mathrm{g}}$ | $\mathcal{C}_{2}^{\mathrm{g}}$ | $\mathcal{C}_{3}^{\mathrm{g}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $R_{1}$ | $R_{2}$ | $R_{3}$ | $R_{1}$ | $R_{2}$ | $R_{3}$ | $R_{1}$ | $R_{2}$ | $R_{3}$ |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | $b$ | 4.8284 | 1.8620 | 3.9621 |
| $\theta_{1}$ | 1.2344 | 0.2292 | 0.9562 | 0.6197 | 0.3668 | 1.1377 | 0.3082 | 1.1345 | 0.3574 | $c$ | 2.3434 | 4.7272 | 1.6220 |
| $\theta_{2}$ | 1.2781 | 0.6352 | 0.1978 | 1.1258 | 0.4069 | 1.1456 | 0.6092 | 0.5117 | 1.1794 | $d$ |  |  |  |
| $\theta_{3}$ | 0.6618 | 0.4768 | 0.5194 | 0.9545 | 0.0651 | 1.4608 | 1.4406 | 0.6749 | 0.3582 |  | 4.0164 | 2.2822 | 1.0321 |
|  |  |  |  |  |  |  |  |  |  | $e$ | 2.7418 | 4.0726 | 2.5719 |
| $\phi_{1}$ | 1.1865 | 4.0185 | 2.6995 | 4.0777 | 1.8266 | 3.9186 | 4.9068 | 4.7498 | 2.1275 |  | 3.1900 | 4.8792 | 5.2118 |
| $\phi_{2}$ | 4.1535 | 3.3050 | 5.1831 | 1.8561 | 4.9335 | 2.3296 | 5.4269 | 3.1036 | 2.5366 | $f$ |  |  |  |
|  |  |  |  |  |  |  |  |  |  | $\lambda_{1}$ | 0.5667 | 0.5088 | 0.5457 |
| $\phi_{3}$ | 1.6894 | 5.0089 | 2.1618 | 3.6516 | 2.8210 | 4.3385 | 2.6902 | 5.3635 | 5.1105 | $\lambda_{2}$ | 0.8868 | 1.0942 | 0.7287 |
| $\phi_{4}$ | 0.8490 | 2.1711 | 3.9187 | 4.9058 | 2.1526 | 5.4539 | 2.8977 | 4.5586 | 3.3091 | $\lambda_{3}$ | 1.5465 | 1.3970 | 1.7256 |
|  | 4.7523 | 3.6288 | 1.2381 | 2.2728 | 3.1790 | 3.1468 | 0.6585 | 3.6124 | 2.2142 |  |  |  |  |
| $\phi_{5}$ | 4.7523 | 3.6288 | 1.2381 | 2.2728 | 3.1790 | 3.1468 | 0.6585 | 3.6124 | 2.2142 | $p$ | 0.2974 | 0.3676 | 0.3350 |

be two initial unitary operators $R_{3}$ followed by $R_{2}$, and one final unitary operator $R_{1}$. The unitary operator in $S U(3)$ has eight real parameters.

The optimization is implemented such that the trace distance $D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq \epsilon / 2$. Algorithms such as MultiStart, GlobalSearch or Simulated Annealing in MATLAB ${ }^{\circledR}$ are employed, and we choose a relatively good simulation result that has the smallest simulation error among many different runs of the simulation for the given input channel.

Next we present one simulation result, which contains 92 parameters with two for the probability $p_{1}$ and $p_{2}$, and 30 for each generalized extreme channel: six in the Kraus operators and 24 in the initial and final unitary operators. The result is summarized in Table 5.1. The approximate Choi state $\mathcal{C}^{\prime}$ is shown in Eq. A.15, with eigenvalues 0.0039, 0.0280, 0.0797, $0.1264,0.2473,0.4395,0.5825,0.6515$, and 0.8413 . The actual error from the simulation is 0.046 . This means the probability to distinguish the true channel from the approximate one is $\frac{1}{2}(1+0.046)$. As $0.046 \ll 1$, this indicates that the channel decomposition is good


Figure 5.2: Simulation results for 20 randomly chosen qutrit channels. The number of calls to local solvers in GlobalSearch algorithm corresponds to the simulation runtime, and the simulation error is the trace distance between the input qutrit Choi state and the approximate Choi state. The inset magnifies part of the figure to show the convergence more clearly.
enough for accurate simulation. We have performed simulations for about 50 randomly chosen channels, and the errors are all in the order 0.01 . In addition, we have checked the block-matrix structure in Eq. (3.41) to verify our simulations. More details are shown in Appendix A.

Furthermore, the simulation results of 20 randomly chosen qutrit channels are shown in Fig. 5.2. The convergence takes much longer time (several hours) than the qubit case. Our simulations yield on average the simulation error on the order $10^{-2}$, which is good enough for accurate quantum simulation. If $\epsilon \approx 0.01$, it means there is a probability $\frac{1}{2}(1+0.01)$ to
distinguish the true channel from the simulator by distinguishing their output states.

### 5.2 Two-qubit quantum channel simulation

### 5.2.1 Extreme two-qubit channels

For a two-qubit extreme channel, the system and ancilla both contain two qubits, and we denote the basis as $|00\rangle \sim|0\rangle,|01\rangle \sim|1\rangle,|10\rangle \sim|2\rangle$, and $|11\rangle \sim|3\rangle$. The operator executed by the circuit takes the form

$$
\begin{align*}
U_{\text {twoqub }}:= & C X_{3} C X_{2} C X_{1} M_{32}(n, m) M_{31}(q, p) M_{30}(h, g) \\
& M_{21}(f, e) M_{20}(d, c) M_{10}(b, a), \tag{5.13}
\end{align*}
$$

for rotation angles $a, b, c, d, e, f, g, h, p, q, m, n \in[0,2 \pi]$. The permutation gates $X_{1}, X_{2}$ and $X_{3}$ are

$$
X_{1}=\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{5.14}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right), X_{2}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), X_{3}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

Using notation for permutation (3.26), $X_{1}=(3210), X_{2}=(0231)$, and $X_{3}=(0123)$. The permutation gates can be realized by six controlled-bit flip gates. The six multiplexers can be implemented with 12 controlled-bit flip gates $C X_{j k}$ and 18 Givens rotations. The unitary operator is shown in Eq. (B.1) in Appendix B. The colors green, red, yellow, and blue indicate the corresponding elements come from Kraus operators $F_{0}, F_{1}, F_{2}$, and $F_{3}$, respectively. A schematic diagram for the quantum circuit is shown in Fig. 5.3.


Figure 5.3: The generalized extreme two-qubit channel circuit, which contains six multiplexers and three controlled-permutation gates.

The four Kraus operators are

$$
\begin{align*}
& F_{0}=\left(\begin{array}{cccc}
\cos a \cos c \cos g & 0 & 0 & 0 \\
0 & \cos b & 0 & 0 \\
0 & 0 & \cos d & 0 \\
0 & 0 & 0 & \cos h
\end{array}\right),  \tag{5.15a}\\
& F_{1}=\left(\begin{array}{cccc}
0 & \sin b \cos e \cos p & 0 & 0 \\
0 & 0 & -\sin d \sin f & 0 \\
0 & 0 & 0 & -\sin h \sin q \\
\sin a & 0 & 0 & 0
\end{array}\right),  \tag{5.15b}\\
& F_{2}=\left(\begin{array}{cccc}
0 & 0 & \sin d \cos f \cos m & 0 \\
0 & 0 & 0 & -\sin h \cos q \sin n \\
\cos a \sin c & 0 & 0 & 0 \\
0 & \sin b \sin e & 0 & 0
\end{array}\right),  \tag{5.15c}\\
& F_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & \sin h \cos q \cos n \\
\cos a \cos c \sin g & 0 & 0 & 0 \\
0 & \sin b \cos e \sin p & 0 & 0 \\
0 & 0 & \sin d \cos f \sin m & 0
\end{array}\right) . \tag{5.15d}
\end{align*}
$$

### 5.2.2 Classification of extreme and quasi-extreme two-qubit channels

The classification of extreme and quasi-extreme two-qubit channels can in principle be done according to different ranks. For instance, rank-one extreme channels can only be unitary
operators, similar with the qubit and qutrit cases. However, for higher-rank extreme channels, compared with the qutrit case, the analysis for two-qubit case is extremely tedious. As a result, we would not perform this detailed classification here.

However, we observe that, when expressed in Pauli basis, as shown in Eq. (B.2), a ranktwo generalized extreme two-qubit channel can be used to simulate a generalized extreme qubit channel. For instance, when $F_{1}$ and $F_{2}$ are zero matrices, which can occur for $a=c=$ $e=d=h=0, p=\pi / 2$, the rest of the four Kraus operators are

$$
F_{0}=\left(\begin{array}{cccc}
\cos g & 0 & 0 & 0  \tag{5.16}\\
0 & \cos b & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), F_{3}=\left(\begin{array}{cccc}
0 & \sin b & 0 & 0 \\
\sin g & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
$$

The two Kraus operators $F_{0}$ and $F_{3}$ act as a generalized extreme qubit channel on the subspace spanned by $|0\rangle$ and $|1\rangle$. Furthermore, one might expect that rank-three generalized extreme two-qubit channel can be used to simulate generalized extreme qutrit channel. However, this is not the case. The reason is due to the sequence of controlled-permutation gates in the circuit. This is similar with the fact that, rank-two generalized extreme qutrit channel cannot be used to simulate generalized extreme qubit channel, as shown in $\$ 5.1$.

### 5.2.3 Simulation results

Next we discuss the simulation of arbitrary two-qubit channel. The input two-qubit channel $\mathcal{E}$ is obtained from random unitary operator in $S U(64)$ according to Haar measure, and the set of Kraus operators for the input channel is obtained from the relation $K_{i}=\langle i| U|0\rangle$.

According to our decomposition method, we need to decompose the Choi state as

$$
\begin{equation*}
\mathcal{C}=\sum_{i=1}^{4} p_{i} \mathcal{C}_{i}^{\mathrm{g}}, \quad \sum_{i=1}^{4} p_{i}=1, \quad 0 \leq p_{i} \leq 1 \tag{5.17}
\end{equation*}
$$

and each $\mathcal{C}_{i}^{\mathrm{g}}$ corresponds to one generalized extreme two-qubit channel. Each generalized extreme channel is specified by four Kraus operators, shown in Eq. 5.15, and four initial and
final unitary operators acting on the system. We let there be two initial unitary operators and two final unitary operator. A unitary operator in $S U(4)$ has 15 real parameters. The optimization is implemented such that the trace distance $D_{t}\left(\mathcal{C}, \mathcal{C}^{\prime}\right) \leq \epsilon / 2$. From our simulations for the qubit and qutrit cases, we find the GlobalSearch algorithm performs better than others such as MultiStart or Simulated Annealing, so we rely on the GlobalSearch algorithm in MATLAB ${ }^{\circledR}$. The optimization is over 291 parameters, and it takes much longer time to converge. The computation time is on the order of days, and we find that it takes about one week to obtain simulation errors around 0.1 , which are on the order $10^{-1}$. In addition, we also expect at least a quadratic increase of the optimization convergence time due to the inner procedure of GlobalSearch. That is to say, the optimization would not be practical for even larger dimensional channels.

### 5.3 Conclusion

In this chapter we have presented our simulation algorithm for the qutrit and two-qubit channels. We have provided a detailed classification of qutrit extreme and quasi-extreme channels, while the classification for two-qubit case can also be carried out, in principle.

Our simulation for the qutrit case can be performed numerically with reasonable computational resources, since the optimization is still tractable on a standard classical computer. While we face a problem for the simulation of the two-qubit case, which takes about ten times computational time of the qutrit case. It soon becomes intractable for higher-dimensional cases, which is expected to be the case since optimization problem can be as hard as the hardest problem in the computational complexity class NP [11. However, more advanced algorithms other than those we employed in MATLAB ${ }^{\circledR}$ are expected to benefit for a better convergence.

## Chapter 6

## Concepts of quantum simulation

In this chapter, more general quantum simulation problems are analyzed based on my publication [128]. Different types of quantum simulations and quantum simulation problems are defined according to different operator topologies on a Hilbert space; namely, uniform, strong, and weak quantum simulations. Our study of quantum channel simulation in former chapters is a strong simulation, so here the focus is on uniform and weak quantum simulations, which have not been widely explored in the literature. Exploring different quantum simulation problems is important for the understanding of quantum simulation and the design of various simulation algorithms.

The chapter is presented as follows. Firstly, the definitions of these three quantum simulations are provided in $\$ 6.1$, and examples of simulation problems are also discussed. Afterwards in $\$ 6.2$ a weak quantum simulation problem is proposed and a quantum algorithm that solves this problem follows. In the end the simulation of a general quantum channel is studied in the query model using uniform quantum simulation method in 86.3 . The conclusion is presented in $\$ 6.4$.

### 6.1 Quantum simulation frameworks

Quantum physical quantities are represented by operators, e.g., quantum states are positive semidefinite trace-class operators, quantum evolution are unitary operators or nonunitary CP mappings, and observable effects are represented by hermitian operators or POVM. Given a quantum operator, the task of simulation is to find one mathematical or physical approximation of it or its properties within some distance quantified by a properly chosen metric. Also it is required that the distance could be reduced if the approximate operator
could converge to the given operator. That is, in principle the simulator can approach to the target arbitrarily close provided infinite amount of resources, such as time and space. Mathematically, the problem of simulation can be characterized with notions from topology of bounded linear operators on a Hilbert space [52. There exist different kinds of convergence in different topologies of the set of bounded linear operators on Hilbert space. Most commonly, there are uniform (or called norm), strong operator, and weak operator topologies, defined as follows.

Definition 8 (Uniform topology). For a finite-dimensional Hilbert space $\mathscr{H}$, the uniform topology on $\mathscr{L}(\mathscr{H})$ is the norm convergence, i.e. $\tilde{T}_{i} \rightarrow T$ in norm if $\lim _{i \rightarrow \infty}\left\|\tilde{T}_{i}-T\right\|=0$, for $T, \tilde{T}_{i} \in \mathscr{L}(\mathscr{H})$.

Definition 9 (Strong operator topology). For a finite-dimensional Hilbert space $\mathscr{H}$, the strong operator topology on $\mathscr{L}(\mathscr{H})$ is the pointwise norm convergence, i.e. $\tilde{T}_{i} \rightarrow T$ strongly if $\lim _{i \rightarrow \infty} \|\left(\tilde{T}_{i}-T\right)|\psi\rangle \|=0$, for $T, \tilde{T}_{i} \in \mathscr{L}(\mathscr{H})$, and $\forall|\psi\rangle \in \mathscr{H}$.

Definition 10 (Weak operator topology). For a finite-dimensional Hilbert space $\mathscr{H}$, the weak operator topology on $\mathscr{L}(\mathscr{H})$ is the pointwise weak convergence, i.e. $\tilde{T}_{i} \rightarrow T$ weakly if $\left.\lim _{i \rightarrow \infty}\left|\langle\psi| \tilde{T}_{i}-T\right| \phi\right\rangle \mid=0$, for $T, \tilde{T}_{i} \in \mathscr{L}(\mathscr{H})$, and $\forall|\psi\rangle,|\phi\rangle \in \mathscr{H}$.

With these notions of topologies, we can now define three kinds of quantum simulations. Then we are able to formalize quantum simulation or computation problems in this framework, and we also discuss examples for these three kinds quantum simulations.

Definition 11 (Weak quantum simulation). Given any quantum operator $T \in \mathscr{L}(\mathscr{H})$ for a finite-dimensional Hilbert space $\mathscr{H}$, the weak quantum simulation is to approximate $T$ by $\tilde{T}$ within distance $\epsilon>0$ such that $|\langle\psi| \tilde{T}-T| \psi\rangle|\leq \epsilon, \forall| \psi\rangle \in \mathscr{H}$.

Note that this definition slightly deviates from the weak operator topology in that expectation value of operator is involved, which is related to measurement of observable, instead of the value evaluated with two different states $|\psi\rangle$ and $|\phi\rangle$. Although "weak value" (the
notion "weak" is in a different sense) could exist when post-selection is considered [129], here we limit ourself to the standard context of quantum computing and standard quantum mechanics.

Definition 12 (Strong quantum simulation). Given any quantum operator $T \in \mathscr{L}(\mathscr{H})$ for a finite-dimensional Hilbert space $\mathscr{H}$, the strong quantum simulation is to approximate the action of $T$ on state $|\psi\rangle \in \mathscr{H}$ by $\tilde{T}$ within vector 2-norm distance $\epsilon>0$ for the worst case such that $\|T-\tilde{T}\|:=\sup _{|\psi\rangle} \|(T-\tilde{T})|\psi\rangle \| \leq \epsilon$.

Note that although the same symbol $T$ is used in the definitions for both weak and strong quantum simulations, these two simulations naturally apply for different operators. The weak quantum simulation is more suitable for the simulation of observable effects for a particular measurement, while the strong quantum simulation is more suitable for the simulation of dynamics.

Example 13 (Strong quantum simulation of unitary operator). The problem of strong quantum simulation of one unitary operator $U$, e.g. $U=e^{-i \hat{H} t}$ if it is generated by a time-independent Hamiltonian $\hat{H}$, is to approximate it by another unitary $\tilde{U}$ satisfying the spectral norm distance condition $\|U-\tilde{U}\| \leq \epsilon$. The approximation can be achieved by, e.g., either constructing an approximate Hamiltonian $\tilde{\hat{H}}$ using easy-to-implement interactions or a direct approximation $\tilde{U}$ using elementary quantum gates.

Example 14 (Quantum state generation). The problem of quantum state generation is to generate a state $|\psi\rangle$ within distance $\epsilon$ so that $\||\psi\rangle-|\tilde{\psi}\rangle \| \leq \epsilon$. Now suppose $|\psi\rangle=U|0\rangle$, and $|\tilde{\psi}\rangle=\tilde{U}|0\rangle$ for some unitary operators $U$ and $\tilde{U}$, and then the accuracy condition becomes $\| U|0\rangle-\tilde{U}|0\rangle \| \leq \epsilon$, which can be ensured if we can simulate $U$ by $\tilde{U}$ strongly; i.e. $\|U-\tilde{U}\| \leq \epsilon$.

Definition 15 (Uniform quantum simulation). Given any quantum operator $T \in \mathscr{L}(\mathscr{H})$ for a finite-dimensional Hilbert space $\mathscr{H}$, the uniform quantum simulation is to approximate $T$ by $\tilde{T}$ within distance $\epsilon>0$ quantified by a certain operator norm.

Example 16 (Uniform quantum simulation of unitary operator). For unitary operator $U$, the uniform quantum simulation is to approximate it without referring to its effects on states or observable. As $\|\bullet\| \leq\|\bullet\|_{F} \leq\|\bullet\|_{1}$ (see Chapter 2), the norm to be employed can be trace norm $\|\bullet\|_{1}$ or Frobenius norm $\|\bullet\|_{F}$. The uniform quantum simulation of $U$ is to approximate it by $\tilde{U}$ such that $\|U-\tilde{U}\|_{F(1)} \leq \epsilon$. It is obvious to see that the uniform simulation is stronger than strong simulation of one unitary operator.

The different quantum simulations have natural physical interpretations. The scenario for uniform quantum simulation is that, given an unknown process, one would like to simulate or approximate the process itself after knowing enough information of the process. One closely-related, yet not the same, task is the quantum process tomography [2], for which one needs to construct the process matrix of the process itself. For strong quantum simulation, one has to make sure that the output state from a simulator should be close enough to the ideal output state for any input state. This only requires the simulator has the similar effects on all input states. The requirement of weak quantum simulation is merely to ensure that the simulation provides similar observable effects for a given quantum state and observable, without referring to quantum process tomography or state tomography.

The definitions above can be generalized to the case of simulation of linear mappings. We focus on quantum channels $\mathcal{E} \in \mathscr{L}(\mathscr{D})$. For weak quantum simulation with respect to channels, since there is no so-called "super-observable" living in $\mathscr{L}(\mathscr{D})$, we need to consider observable living in $\mathscr{L}(\mathscr{H})$ instead.

Definition 17 (Weak quantum simulation II). Given any quantum operator $T \in \mathscr{L}(\mathscr{H})$, the weak quantum simulation is to approximate $T$ by $\tilde{T}$ within distance $\epsilon>0$ such that $\operatorname{tr}((T-\tilde{T}) \rho) \leq \epsilon, \forall \rho \in \mathscr{D}$.

Example 18 (Weak quantum simulation of observable). Let the operator be one quantum observable $A$. The simulation accuracy condition is $\sup _{\rho}|\operatorname{tr}(A \rho)-\operatorname{tr}(\tilde{A} \rho)| \leq \epsilon$. In detail, $\operatorname{tr}(A \rho)-\operatorname{tr}(\tilde{A} \rho)=\operatorname{tr}\left(A_{t} \rho_{0}\right)-\operatorname{tr}\left(\tilde{A}_{t} \rho_{0}\right)$ in Heisenberg picture, $A_{t}$ is the evolved observable $\mathcal{E}(A)$
for a certain channel $\mathcal{E}$, and $\rho_{0}$ is the initial state; while in Schrödinger picture, $\operatorname{tr}(A \rho)-$ $\operatorname{tr}(\tilde{A} \rho)=\operatorname{tr}\left(A \rho_{t}\right)-\operatorname{tr}\left(A \tilde{\rho}_{t}\right)$, the final state is $\rho_{t}=\mathcal{E}(\rho)$. The weak quantum simulation can be guaranteed by strong quantum simulation or quantum mixed-state generation, since $\|\rho-\tilde{\rho}\|_{1} \leq \epsilon$ implies $|\operatorname{tr}(A \rho)-\operatorname{tr}(A \tilde{\rho})| \leq \epsilon\|A\|$, following from properties of trace norm.

Definition 19 (Strong quantum simulation II). Given any quantum operator $\mathcal{E} \in \mathscr{L}(\mathscr{D})$, the strong quantum simulation is to approximate the action of $\mathcal{E}$ on $\rho \in \mathscr{D}$ by $\tilde{\mathcal{E}}$ within trace distance $\epsilon>0$, such that the diamond norm distance [9] satisfies $\|\mathcal{E}-\tilde{\mathcal{E}}\|_{\diamond} \leq \epsilon$.

Example 20 (Strong quantum simulation of channels). For quantum channel simulation, the strong simulation is to simulate the evolution $\mathcal{E}$, e.g. $\mathcal{E}=e^{\mathcal{L} t}$ if it is generated by a time-independent Liouvillian $\mathcal{L}$, by another operator $\tilde{\mathcal{E}}$ satisfying $\|\mathcal{E}-\tilde{\mathcal{E}}\|_{\circ} \leq \epsilon$, or the induced Schatten 1-norm distance (when no correlation of the system to others is allowed) $\|\mathcal{E}-\tilde{\mathcal{E}}\|_{1 \rightarrow 1}:=\sup _{\rho}\|(\mathcal{E}-\tilde{\mathcal{E}}) \rho\|_{1} \leq \epsilon$.

Example 21 (Quantum mixed-state generation). The problem is to generate a state $\rho$ within distance $\epsilon$, so that $\|\rho-\tilde{\rho}\|_{1} \leq \epsilon$. Now suppose $\rho=\mathcal{E}\left(\rho_{0}\right)$, and $\tilde{\rho}=\tilde{\mathcal{E}}\left(\rho_{0}\right)$. The simulation can be ensured if we can simulate $\mathcal{E}$ by $\tilde{\mathcal{E}}$ strongly; i.e. $\|\mathcal{E}-\tilde{\mathcal{E}}\|_{\diamond} \leq \epsilon$.

Definition 22 (Uniform quantum simulation II). Given any quantum operator $\mathcal{E} \in \mathscr{L}(\mathscr{D})$, the uniform quantum simulation is to approximate $\mathcal{E}$ by $\tilde{\mathcal{E}}$ within distance $\epsilon>0$ quantified by a certain operator norm.

Example 23 (Uniform quantum simulation of channels). As we have seen from the channelstate duality, a channel can be represented by a single matrix. As the result, we need to consider uniform simulation in Choi state representation. The norm we employ is the trace norm on Choi state. Then, the norm simulation of a quantum channel represented by Choi state $\mathcal{C}$ is to approximate $\mathcal{C}$ by $\tilde{\mathcal{C}}$ such that $\|\mathcal{C}-\tilde{\mathcal{C}}\|_{1} \leq \epsilon$. Since $N\|\mathcal{C}-\tilde{\mathcal{C}}\|_{1} \geq\|\mathcal{E}-\tilde{\mathcal{E}}\|_{\diamond} \geq$ $\|\mathcal{E}-\tilde{\mathcal{E}}\|_{1 \rightarrow 1}$, for $N$ the system dimension, the uniform simulation is stronger than strong simulation of channels.

In the above we have defined three types of quantum simulations, and it is evident that there exists an "order" in their simulation abilities. Although there could be different quantum simulations and simulation algorithms, their simulation abilities are constrained by the computational ability of quantum computing. This can be understood from the viewpoint of quantum state generation as follows. For uniform quantum simulation, based on channelstate duality, the efficient state generation of a Choi state ensures the efficiency of uniform quantum simulation. Weak quantum simulation also requires quantum state generation for a certain state, which serves to yield measurement results. Also strong quantum simulation requires quantum state generation. As quantum state generation is constrained by the computational ability of quantum computers, the three quantum simulations we propose are also constrained by the computational ability of quantum computing.

### 6.2 Weak quantum simulation

In this section, we define weak quantum simulation problem and provide a concise algorithm for solving it, which contains a classical preprocessing part and a quantum circuit to realize the algorithm. It turns out the circuit complexity is in general the same with that for a strong simulation algorithm. We focus on the general case instead of efficient simulation for special cases.

Definition 24 (Weak quantum simulation problem). For one $N$-dimensional quantum system prepared in state $\rho$, and measured by POVM $\mathcal{M}=\left\{M_{i} ; i=1,2, \ldots, m \leq N^{2}\right\}$ for an observable $\hat{O}$ after an evolution $\mathcal{E}$, which is a quantum channel, construct an efficient quantum circuit, implemented using universal set of gates, which can approximate the expectation value $\langle\hat{O}\rangle$ on final state within the error tolerance $\epsilon$ for all instances $\rho$.

Before our analysis, it is better to note the differences from strong simulation. If strong quantum simulation were considered, one needs to simulate the evolution $\mathcal{E}$ itself, whereas for weak quantum simulation one does not necessarily have to do this. Also the POVM $\mathcal{M}$ is
not required to be simulated; instead, one only needs to approximate the expectation value $\langle\hat{O}\rangle$ for all instances.

Furthermore, for weak quantum simulation there could also be different algorithms. The problem merely requires the approximation of $\langle\hat{O}\rangle$ without specifying how to approximate it. A notable example is the simulation method based on matrix product state [130, 46], which employs an open-system dynamics to approximate the dynamical observable of a manybody system based on a duality mapping. One can use a quantum circuit to realize the open-system dynamics, and then the simulation of the many-body system is in fact a weak quantum simulation, and the analysis of duality relation is the classical part of this simulation method. In the following we present an algorithm which contains a classical analysis of the output probability distribution and a quantum circuit for the weak simulation.

With the POVM $\left\{M_{i}\right\}$, an observable $\hat{O}$ can be expressed as $\hat{O}=\sum_{i=1}^{m} o_{i} M_{i}$ for $p_{i}=$ $\operatorname{tr}\left(\rho_{f} M_{i}\right)$ and $\langle\hat{O}\rangle=\operatorname{tr}\left(\rho_{f} \hat{O}\right)=\sum_{i=1}^{m} o_{i} p_{i}$, with final state $\rho_{f}=\mathcal{E}(\rho)$. Given the set $\left\{M_{i}\right\}$ and $\hat{O}$, we can obtain $o_{i}$ explicitly. Then the problem to approximate $\langle\hat{O}\rangle$ can be reduced to the approximation of the probability distribution $\left\{p_{i}\right\}$.

The next step in our method is to construct a quantum circuit, which can map any state $\rho$ onto a well-defined state $\sigma$, projective measurement on which yields the (approximate) probability distribution $\left\{p_{i}\right\}$. Without loss of generality, we assume $m=N^{2}$ and denote $N \equiv d$; i.e., the system is a qudit. One easily finds that the state $\sigma$ can be chosen as

$$
\begin{equation*}
\sigma=\operatorname{diag}\left(p_{0}, p_{1}, \cdots, p_{d^{2}-1}\right) \tag{6.1}
\end{equation*}
$$

We employ the replacement channel $\mathcal{R}$ to map any state $\rho$ onto $\sigma$

$$
\begin{equation*}
\mathcal{R}(\rho)=\sigma=\sum_{i, j} K_{i j} \rho K_{i j}^{\dagger}, \tag{6.2}
\end{equation*}
$$

with Kraus operators

$$
\begin{equation*}
K_{i j}=\sqrt{p_{i}}|i\rangle\langle j|, \tag{6.3}
\end{equation*}
$$

for $0 \leq i \leq d^{2}-1,0 \leq j \leq d-1$.


Figure 6.1: The circuit for the replacement channel $\mathcal{R}$. The gate on the most left with two crosses represents qudit swap gate SWAP. The two SUM gates, defined as SUM : $\left|s_{1}\right\rangle\left|s_{2}\right\rangle \mapsto$ $\left|s_{1}\right\rangle\left|s_{1} \oplus s_{2}(\bmod d)\right\rangle$ contain (c) and (d) as the controller, (a) and (b) as the target, respectively. The bottom three ancillas are traced out finally. The labels $(1-4)$ are for the steps in the circuit.

Note that state $\sigma$ has higher dimension than the input state $\rho$, which implies that a qudit ancilla is required. Also there are $d^{3}$ Kraus operators, so another three qudit ancillas are required for the implementation of this channel. The index $i$ in $K_{i j}$ can be split into two indices, $i_{1}$ and $i_{2}$ with $0 \leq i_{1}, i_{2} \leq d-1$, and $p_{i} \equiv p_{i_{1} i_{2}}$.

The quantum circuit to implement the channel $\mathcal{R}$ is shown in Fig. 6.1. We use the $d$-ary representation in the circuit diagram, so each wire represents a qudit. There are five registers (from top to bottom): (a) the system, (b) the ancilla which is a part of the output system, and ( $\mathrm{c}, \mathrm{d}, \mathrm{e}$ ) the bottom three ancillas to implement the projections.

The qudit swap gate swap [131] is defined as

$$
\begin{equation*}
\operatorname{SWAP}:|i\rangle|j\rangle \mapsto|j\rangle|i\rangle, i, j \in \mathbb{Z}_{d} \tag{6.4}
\end{equation*}
$$

The gate $G$ is defined as

$$
\begin{equation*}
G|0\rangle|0\rangle=\sum_{i} \sqrt{p_{i}}|i\rangle=\sum_{i_{1}, i_{2}} \sqrt{p_{i_{1} i_{2}}}\left|i_{1}\right\rangle\left|i_{2}\right\rangle, \tag{6.5}
\end{equation*}
$$

and can be realized by an $O\left(d^{2}\right)$ sequence of rotations $\left\{G_{i, i+1}\right\}$ which only act on two basis
states

$$
\begin{equation*}
G=\prod_{i=d^{2}-1}^{0} G_{i, i+1}, \quad G_{i, i+1}|i\rangle=\cos \theta_{i}|i\rangle+\sin \theta_{i}|i+1\rangle, \tag{6.6}
\end{equation*}
$$

containing $d^{2}$ parameters $0 \leq \theta_{i} \leq 2 \pi$, which can be obtained from $p_{i}$ based on the following concise relations

$$
\begin{equation*}
p_{i}=\sum_{S_{i} \subseteq S} \prod_{n \in S_{i}} \sin \theta_{n} \prod_{m \notin S_{i}} \cos \theta_{m} \tag{6.7}
\end{equation*}
$$

with $S$ denote the set $\left\{0,1, \ldots, d^{2}-1\right\}, S_{i}$ denote the set $\left\{\alpha_{1}, \ldots, \alpha_{i}\right\}$ and $\alpha_{1} \neq \alpha_{2} \neq \cdots \neq$ $\alpha_{i} \in S$.

Next we show the action of the quantum circuit. For input state $|\psi\rangle|0\rangle|0\rangle|0\rangle|0\rangle$ with system state $|\psi\rangle=\sum_{j=0}^{d-1} c_{j}|j\rangle$, the quantum circuit proceeds as:
(1) The gate swap leads to $|0\rangle|0\rangle|0\rangle|0\rangle|\psi\rangle$;
(2) The gate $G$ leads to $|0\rangle|0\rangle\left(\sum_{i_{1}, i_{2}} \sqrt{p_{i_{1} i_{2}}}\left|i_{1}\right\rangle\left|i_{2}\right\rangle\right)|\psi\rangle ;$
(3) The two sum gates yields state $\left(\sum_{i_{1}, i_{2}} \sqrt{p_{i_{1} i_{2}}}\left|i_{1}\right\rangle\left|i_{2}\right\rangle\left|i_{1}\right\rangle\left|i_{2}\right\rangle\right)|\psi\rangle$;
(4) The projector $P_{i j}=\left|i_{1}, i_{2}, j\right\rangle\left\langle i_{1}, i_{2}, j\right|$ on the bottom three ancillas leads to state $\sqrt{p_{i_{1} i_{2}}} c_{j}\left|i_{1}\right\rangle\left|i_{2}\right\rangle$ which is equivalent to the action $K_{i j}|\psi\rangle$.

We see that the projective measurement

$$
\begin{equation*}
\mathcal{P}=\left\{P_{i j} ; P_{i j}=|i, j\rangle\langle i, j|, 0 \leq i \leq d^{2}-1,0 \leq j \leq d-1\right\} \tag{6.8}
\end{equation*}
$$

realizes the Kraus operators $\left\{K_{i j}\right\}$ and leads to the probability distribution $\left\{p_{i} c_{j}^{2}\right\}$. The distribution $\left\{p_{i}\right\}$ is obtained by combining $p_{i} c_{j}^{2}$ for all $j$ s since $\sum_{j} p_{i} c_{j}^{2}=p_{i}$.

In order to ensure the simulation accuracy, a weak quantum simulation accuracy condition is defined as

$$
\begin{equation*}
\sup _{\rho}|\langle\hat{O}\rangle-\langle\tilde{\hat{O}}\rangle| \leq \epsilon . \tag{6.9}
\end{equation*}
$$

In order to satisfy this, we require

$$
\begin{equation*}
\|\mathcal{R}-\tilde{\mathcal{R}}\|_{\diamond} \leq \epsilon\|\hat{O}\| / 2 \tag{6.10}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\sup _{\rho} D_{t}(\sigma, \tilde{\sigma}) \leq \epsilon\|\hat{O}\| / 2, \tag{6.11}
\end{equation*}
$$

and then the weak simulation accuracy condition in Eq. (6.9) is satisfied. The condition (6.10) can be ensured if the whole circuit unitary operator $U$ can be approximated by $\tilde{U}$ such that $\|U-\tilde{U}\| \leq \epsilon\|\hat{O}\| / 4$, since $\|\mathcal{R}-\tilde{\mathcal{R}}\|_{\diamond} \leq 2\|U-\tilde{U}\|$ according to Theorem 5 .

Next we analyze the complexity of the circuit. The $O\left(d^{2}\right)$ sequence of gates $G_{i, i+1}$ can be realized by sequence of Givens rotations and bit-flip gates in the same order. There are two SUM gates, and the SWAP gate can be realized by $O(d)$ bit-flip gates. Employing SolovayKitaev type algorithms [41, 132, 133], the complexity of the circuit becomes $O\left(d^{2} \log \frac{d^{2}}{\epsilon}\right)$.

For strong quantum simulation of one unitary evolution $U \in S U(d)$ or quantum channel $\mathcal{E}$, the circuit complexity is $O\left(d^{2} \log \frac{d^{2}}{\epsilon}\right)$ [102]. By comparison, one finds the complexity is the same for weak and strong quantum simulations. This is reasonable since a POVM with $d^{2}$ elements is informationally complete so that the final state can be fully reproduced [2]. If there are fewer number of POVM elements, the weak simulation cost could be smaller than that for strong simulation. For instance, for a POVM with $d$ elements, the circuit complexity reduces to $O\left(d \log \frac{d}{\epsilon}\right)$.

### 6.3 Query model for quantum channel simulation

In this section, we turn to the quantum channel simulation problem in the quantum query model. This is motivated by the problem that the query lower bound for simulating a general quantum channel is unknown, even for the unitary case [134, 135, 136]. Here our method is to consider the uniform quantum simulation. We start by a short introduction of query model.

Instead of designing quantum circuit based on channel parameters, in query model the parameters are provided in a black box, i.e. oracle, which can only be queried by an oracle call to extract limited information of the channel each time. The total number of queries to this oracle and others to be used are counted as the query complexity. Query model has quite a broad application, for instance, the well known Grover searching algorithm was
originally presented involving queries [10]. We construct a quantum algorithm with query complexity $O(\sqrt{N})$ using uniform quantum simulation method, by establishing a connection between quantum simulation problem and quantum state generation problem. The uniform quantum simulation problem in query model is stated as follows.

Definition 25 (Uniform quantum simulation problem in query model). For a quantum channel $\mathcal{E} \in \mathscr{L}(\mathscr{D})$ acting on an $N$-dimensional system, represented by the set of Kraus operators $\left\{K_{\alpha}\right\}, \alpha=0, \ldots, N^{2}-1, K_{\alpha}=\sum_{i, j=0}^{N-1} k_{i j}^{(\alpha)}|i\rangle\langle j|$, there exists oracle call $O_{\alpha}$ such that $O_{\alpha}|i\rangle|j\rangle|\alpha\rangle|0\rangle=|i\rangle|j\rangle|\alpha\rangle\left|k_{i j}^{(\alpha)}\right\rangle$. The problem is to simulate $\mathcal{E}$ by generating its Choi state $\mathcal{C}$, and provide the query complexity.

We use the Choi state $\mathcal{C}$ representation of a channel $\mathcal{E}$, which takes the form

$$
\begin{equation*}
\mathcal{C}=\frac{1}{N} \sum_{\alpha=0}^{N^{2}-1} \sum_{i j k l}^{N-1} k_{i j}^{(\alpha)} k_{k l}^{(\alpha) *}(|i\rangle\langle k|) \otimes(|j\rangle\langle l|) . \tag{6.12}
\end{equation*}
$$

We introduce the uniform simulation accuracy condition, which takes the form

$$
\begin{equation*}
\|\mathcal{C}-\tilde{\mathcal{C}}\|_{1} \leq \frac{\epsilon}{N} \tag{6.13}
\end{equation*}
$$

which ensures the strong and weak simulations of the channel. This is also the condition we employed for the classical optimization algorithm in Chapter 3 for the convex-sum decomposition.

In this part we only consider the query complexity scaling with respect to $N$, instead of a full assessment of cost, which would also include the circuit cost. The analysis for the scaling with respect to $\epsilon$ would be in principle similar with those in Chapter 3 by involving Solovay-Kitaev algorithm [41] for the approximate implementation of each quantum gates in the circuit. Further, in the problem statement the parameters $\left\{k_{i j}^{(\alpha)}\right\}$ are assumed to be provided in bit-string representations. That is to say, we do not consider the error resulting from the approximation of each $k_{i j}^{(\alpha)}$ by a bit-string, neither.

The norm $\|\bullet\|_{1}$ is twice trace distance, which has the operational meaning of distinguishing two quantum states. That is to say, the successful generation of the Choi state


Figure 6.2: The circuit for the generation of a mixed state $\rho$. State $|\mathbf{0}\rangle$ in bold form represents a qubit-string of $|0\rangle . R$ is a multi-qubit gate to generate superposition depending on the form of the mixed state. $\mathbf{H}$ is the Walsh-Hadamard gate. $R_{y}$ is single-qubit rotation about $y$ axis. $O_{\alpha}$ and its hermitian conjugate are queries. $G$ represents the generalized Grover searching algorithm [137, 138, 139]. The controller (a) is traced out at the end. The generation of pure state is achieved when the controller is omitted, so the query complexities for generation of pure and mixed states are the same. The labels $(1-5)$ are for the steps in the circuit. [Figure from Ref. [128], Fig. 2.]
implies the channel can be simulated in the uniform simulation. Given the Choi state $\mathcal{C}$, the channel $\mathcal{E}$ can be effected by the method of gate teleportation, which was involved for the proof of Prop. 7. Following from this, we convert quantum simulation problem to quantum state generation problem; i.e. we consider how to generate Choi state by a quantum circuit.

A circuit for generating Choi state is shown in Fig. 6.2. There are four registers: the controller (a), the system (b), and two ancillas (c) and (d). Firstly, we consider pure quantum state generation, which is implemented when the controller (a) is omitted.

We consider how to generate the dual state of a unitary operator. A unitary operator can be viewed as a channel with only one Kraus operator which is unitary. For unitary operator $U \in S U(N)$, and $U=\sum_{i, j=0}^{N-1} u_{i j}|i\rangle\langle j|$, its dual Choi state is $\left|\psi_{U}\right\rangle=\frac{1}{\sqrt{N}} \sum_{i, j=0}^{N-1} u_{i j}|i, j\rangle$. The oracle in the circuit does not depend on $\alpha$ in this case. The oracle $O$ works as $O|i\rangle|j\rangle|0\rangle=$ $|i\rangle|j\rangle\left|u_{i j}\right\rangle$. Note that the ancilla is not a single qubit. The algorithm follows from Grover's method [140]. The algorithm proceeds as:
(1) The Walsh-Hadamard gate $\mathbf{H}$ leads to the state $\frac{1}{\sqrt{N}} \sum_{i, j=0}^{N-1}|i, j\rangle|\mathbf{0}\rangle|0\rangle$;
(2) From oracle call we get the state $\frac{1}{\sqrt{N}} \sum_{i, j=0}^{N-1}|i, j\rangle\left|u_{i j}\right\rangle|0\rangle$;
(3) The controlled-rotation of $R_{y}$ gate yields the state

$$
\begin{equation*}
\frac{1}{\sqrt{N}} \sum_{i, j=0}^{N-1}|i, j\rangle\left|u_{i j}\right\rangle\left(u_{i j}|0\rangle+\sqrt{1-u_{i j}^{2}}|1\rangle\right) \tag{6.14}
\end{equation*}
$$

(4) From the inverse oracle call we get the state

$$
\begin{equation*}
\frac{1}{\sqrt{N}} \sum_{i, j=0}^{N-1}|i, j\rangle|0\rangle\left(u_{i j}|0\rangle+\sqrt{1-u_{i j}^{2}}|1\rangle\right) \tag{6.15}
\end{equation*}
$$

(5) To use Grover's searching algorithm, or generally, amplitude amplification $G$ to convert the second ancilla to $|0\rangle$, which needs Grover oracle call $O(\sqrt{N})$;
(6) Tracing out the two ancillas (c) and (d) we get state $\left|\psi_{U}\right\rangle$.

It is known that pure quantum state generation can be realized by search algorithm with $O(\sqrt{N})$ queries along with failure probability $O(1 / N)$, which could be further reduced to zero with generalized search algorithms [137, 138, 139].

For the generation of a mixed Choi state, first observe that the Choi state takes the form $\mathcal{C} \equiv \sum_{\alpha=0}^{N^{2}-1} p_{\alpha}\left|\psi_{\alpha}\right\rangle\left\langle\psi_{\alpha}\right|$, with $\left|\psi_{\alpha}\right\rangle=K_{\alpha} \otimes \mathbb{1}(\eta)=\frac{1}{\sqrt{N}} \sum_{i, j=0}^{N-1} k_{i j}^{(\alpha)}|i, j\rangle$, for $\eta=$ $\frac{1}{N} \sum_{i j}|i, i\rangle\langle j, j|$, and $p_{\alpha}=\operatorname{tr}\left[K_{\alpha}^{\dagger} K_{\alpha} \otimes \mathbb{1}(\eta)\right]$, with $\sum_{\alpha=0}^{N^{2}-1} p_{\alpha}=1$. Although state $\left|\psi_{\alpha}\right\rangle$ is not normalized, the algorithm above for generation of pure state still applies. The algorithm for generating Choi state proceeds as follows.
(1) On input state $|\mathbf{0}, \mathbf{0}, \mathbf{0}, 0\rangle$, the gate $R$ generates state $\sum_{\alpha=0}^{N^{2}-1} \sqrt{p_{\alpha}}|\alpha\rangle|\mathbf{0}, \mathbf{0}, 0\rangle$. Note the state $|\alpha\rangle$ is a computational basis state. After the Walsh-Hadamard gate $\mathbf{H}$, the state becomes $\frac{1}{\sqrt{N}} \sum_{\alpha=0}^{N^{2}-1} \sum_{i, j=0}^{N-1} \sqrt{p_{\alpha}}|\alpha\rangle|i, j\rangle|\mathbf{0}, 0\rangle ;$
(2) From controlled-oracle call we get the state $\frac{1}{\sqrt{N}} \sum_{\alpha=0}^{N^{2}-1} \sum_{i, j=0}^{N-1} \sqrt{p_{\alpha}}|\alpha\rangle|i, j\rangle\left|k_{i j}^{(\alpha)}\right\rangle|0\rangle$;
(3) The controlled-rotation of $R_{y}$ gate yields

$$
\begin{equation*}
\frac{1}{\sqrt{N}} \sum_{\alpha=0}^{N^{2}-1} \sum_{i, j=0}^{N-1} \sqrt{p_{\alpha}}|\alpha\rangle|i, j\rangle\left|k_{i j}^{(\alpha)}\right\rangle\left(k_{i j}^{(\alpha)}|0\rangle+\sqrt{1-\left|k_{i j}^{(\alpha)}\right|^{2}}|1\rangle\right) \tag{6.16}
\end{equation*}
$$

(4) From the inverse oracle call we get the state

$$
\begin{equation*}
\frac{1}{\sqrt{N}} \sum_{\alpha=0}^{N^{2}-1} \sum_{i, j=0}^{N-1} \sqrt{p_{\alpha}}|\alpha\rangle|i, j\rangle|\mathbf{0}\rangle\left(k_{i j}^{(\alpha)}|0\rangle+\sqrt{1-\left|k_{i j}^{(\alpha)}\right|^{2}}|1\rangle\right) \tag{6.17}
\end{equation*}
$$

(5) To use amplitude amplification $G$ to convert the second ancilla to $|0\rangle$, which needs Grover oracle call $O(\sqrt{N})$;
(6) Tracing out the controller (a) and the two ancillas (c) and (d), we obtain the Choi state.

The result shows that the query costs for generating pure state and mixed state with the same dimension are the same, and the query costs for simulation of unitary operator and quantum channel acting on the same dimensional system are also the same.

Next we study quantum algorithm achieving the query cost for strong quantum simulation. The algorithm is a "one-shot" algorithm, that is, it generates the corresponding final state given one initial state within error tolerance for each instance. If we could prepare the initial state and final state successfully, then we say the simulation is successful.

First we consider the strong simulation of a unitary operator. Given $U$ acting on $N$ dimensional $\mathscr{H}$, suppose $U\left|\lambda_{i}\right\rangle=e^{-i \theta_{i}}\left|\lambda_{i}\right\rangle$, with eigenstate $\left|\lambda_{i}\right\rangle$ and eigenvalue $e^{-i \theta_{i}}$. Any pure state can be expressed in the form $|\psi\rangle=\sum_{i=0}^{N-1} \psi_{i}\left|\lambda_{i}\right\rangle$, and the evolution generates the final state $\left|\psi_{f}\right\rangle=\sum_{i=0}^{N-1} \psi_{i} e^{-i \theta_{i}}\left|\lambda_{i}\right\rangle$, with each coefficient $\psi_{i}$ accumulating a phase $e^{-i \theta_{i}}$. Introduce a unitary operator oracle $O_{U}|i\rangle|0\rangle=|i\rangle\left|e^{-i \theta_{i}}\right\rangle$, which actually performs phase estimation [141. Combined with the state oracle $O_{\psi}|i\rangle|0\rangle=|i\rangle\left|\psi_{i}\right\rangle$, we introduce the oracle $O|i\rangle|0\rangle|0\rangle=|i\rangle\left|\psi_{i}\right\rangle\left|e^{-i \theta_{i}}\right\rangle$. With the circuit for quantum state generation in Fig. 6.2, it is easy to see that the initial state $|\psi\rangle$ is generated with two calls to $O_{\psi}$ and $O(\sqrt{N})$ calls to oracle in Grover algorithm, and the final state $\left|\psi_{f}\right\rangle$ is generated with two calls to $O$ and $O(\sqrt{N})$ calls to oracle in Grover algorithm. The mixed state case can be reduced to the pure state case by expanding a density operator as a mixture of pure states.

Next we consider the strong simulation of a quantum channel. Using results on strong simulation of a quantum channel based on convex combination of generalized extreme chan-
nels in Chapter 3, it is known that a quantum channel acting on $N$-dimensional system can be simulated by convex combination of $N$ generalized extreme quantum circuits, each of which has a well-defined structure with one initial and one final unitary operators acting on the system. For the query model, we use oracle calls for the initial and final unitary operators, while the rest of the circuit keeps the same gate operations. The algorithm is the combination of the one for unitary operator above and the generalized extreme channel circuit. In this way, we can simulate a quantum channel in the query model with the same query complexity as a unitary operator.

### 6.4 Conclusion

In this chapter three types of quantum simulations are introduced according to operator topologies on a Hilbert space. Particularly, a weak quantum simulation algorithm and a uniform quantum simulation algorithm in the query model are constructed. Also it is shown that the simulation efficiencies for uniform, strong, and weak quantum simulations are all limited by the ability of quantum computing. The query complexity for quantum channel simulation is also obtained.

## Chapter 7

## Conclusions

Now comes the conclusion of this thesis. We have presented the results for algorithmic quantum channel simulation, including our work on quantum channel simulation based on convex sum of generalized extreme channels, particularly the cases for qubit, qutrit, and two-qubit channels, and finally the construction of alternative quantum simulation problems. A summary of the main results and significance is provided in $\$ 7.1$, and also for a further understanding of the achievements in this thesis, several potential improvements and extensions of those results is discussed in $\$ 7.2$.

### 7.1 Summary

We first summarize the main achievement in this thesis as the following four aspects. This summary can be viewed as a complement of the summary provided in Chapter 1 .

### 7.1.1 Qubit-channel simulation

We have developed a quantum qubit-channel simulation algorithm that accepts arbitrary single qubit channel and a promised error tolerance as input, and yields the description of the qubit-channel simulator circuit, which can generate approximate qubit state within the promised error tolerance for the worst case. The qubit-channel simulation algorithm explores solid results on qubit extreme channel decomposition theory [73], which leads to a natural consumption of classical resources, namely bits, and hence a reduction of cost of quantum resources. The qubit-channel simulator circuit only requires a single CNOT gate, which is the minimal number of CNOT gates needed for any generic two-qubit process. The unitary qubit gates in the qubit-channel simulator can be further replaced by sequence of
gates from a universal gate library, such as $\{\mathrm{H}, \mathrm{T}\}$, using the unitary qubit gate compiling algorithms, such as the Solovay-Kitaev-Dawson-Nielsen (SKDN) algorithm [41]. Our qubitchannel simulation algorithm can be viewed as an extension of SKDN algorithm to general nonunitary qubit gates, and the qubit-channel simulator serves as a nonunitary qubit gate that uses classical resources and minimal quantum resources.

### 7.1.2 Qudit-channel simulation

We have developed a nontrivial generalization of our single qubit-channel simulation algorithm to the case of qudit-channel simulation. The generalization to the qutrit case is even not straightforward due to the complicated structure of the set of qutrit channels compared with the qubit case, and the quantum channel decomposition in terms of convex combination of (generalized) extreme channels is known as an open problem [72]. In the spirit of algorithmic quantum simulation, we have constructed a classical optimization procedure for an approximate quantum channel decomposition, and the benefit is significant: the quantum circuit cost is greatly reduced, without causing a large simulation error for the low-dimensional cases, namely qutrit and two-qubit channels. Our quantum channel simulation algorithm serves as a distinct simulation task besides the well-known simulation of local Hamiltonian evolution [12], and it generalizes quantum simulation from unitary evolution to more general nonunitary dynamics, and also it employs the new method based on extreme channel decomposition that can reduce the simulation cost significantly compared with other methods as those discussed in Chapter 3 .

### 7.1.3 Alternative quantum simulation problems

Besides our work on quantum channel simulation, other quantum simulation problems are also explored, namely, the weak quantum simulation and uniform quantum simulation problems. Based on operator topology [52], the weak quantum simulation is introduced for the simulation of measurement of a certain observable, and the strong quantum simulation for
the simulation of effects of a certain evolution operator on states, while the uniform quantum simulation for the simulation of a process itself. As an initial application of these alternative quantum simulation methods, a weak quantum simulation algorithm is constructed to solve a weak quantum simulation of measurement effects, and the query complexity [134, 135, 136] for the simulation of a general quantum channel is obtained using the uniform quantum simulation method.

### 7.2 Outlook

Along with the summary of our work in this thesis, an outlook for further exploration is necessary and beneficial for a better understanding of our work. The following five aspects are closely related to our main results.

### 7.2.1 Alternative algorithms for channel decomposition

For the problem of decomposing a channel into a convex sum of generalized extreme channels, we have developed an optimization algorithm for it. However, as is well known [11], optimization problem could be hard, and also not easy to analyze the complexity scaling. As a result, it is an open problem whether there exists a step-by-step procedure for decomposing a given channel into a convex sum of generalized extreme channels, which would effectively provide an analytical formula for Ruskai's conjecture [72]. If this is not the case, there are still rooms to explore for an approximate decomposition other than our method. As mentioned in Chapter 3, the construction for generalized extreme channels is not unique in principle. As a result, it is highly interesting to explore better constructions, if they exist, to characterize generalized extreme channels, and also better optimization algorithms in order to benefit the channel decomposition.

### 7.2.2 Efficient channel simulation

For quantum channel decomposition problem we have focused on the simulation of arbitrary quantum channels. As one can see our simulation algorithm is generically not efficient, namely, the classical optimization is probably not efficient with respect to $\log d$, although there is no close form for such a scaling, and the quantum circuit can only be quadratic with respect to $d$, which is exponential with respect to $\log d$. This inefficiency, however, is reasonable since the scaling is primarily determined by the number of parameters to specify a quantum channel. If, instead, we consider the simulation of special types of channels, such as those in practice that generally do not have exponential number of parameters, e.g. local Markovian dynamics [66], the efficiency of our simulation algorithm is possible. However, our current algorithm is anonymous to the description of the input channel, also it is even a problem that what special types of quantum channels are of interest for quantum physics and quantum computing.

### 7.2.3 Efficiency gap for different simulation methods

It is an open question that whether there exists some efficiency gap among the uniform, strong, and weak quantum simulations for the simulation of specific quantum processes. That is, whether there exist quantum processes such that the simulation with one simulation method is efficient while inefficient with other methods.

The possibility for the existence of efficiency gap has been demonstrated for the classical simulation of quantum processes [142, 855, 86, 143]. It has been found that for the simulation of some quantum algorithms there exists such an efficiency gap between strong and weak classical simulations [86, 85]. Here the 'weak classical simulation' is to sample the quantum computational result, and the 'strong classical simulation' is to evaluate the quantum computational result. By a direct comparison, the 'strong classical simulation' corresponds to our weak simulation method, since both of which evaluate observable quantities. Such studies
can benefit our understanding of quantum simulation and the design of different quantum simulation algorithms.

### 7.2.4 Relating to other channel problems

Quantum channels play a vital role in quantum computing and quantum information processing, and quantum channel simulation is basically one of many ways to explore the properties of quantum channels. Other important tasks involving channels include quantum process tomography [2, which is in fact to detect the Choi state, quantum parameter estimation [144, 145], which is to determine the parameters in a channel, quantum channel discrimination [146, 147], which is to determine an unknown process that is promised to be one of several formulas, and quantum error correction [2], which is essentially to find the inverse of a noisy channel, and also to construct arbitrary channels using primary physical elements, e.g., two-body interactions, depolarizing processes, and decay processes. Quantum channel simulators could play roles for other tasks, such as serving as quantum noise generator to test the robustness of a quantum error correction code. It is also important to explore the relationship between quantum channel simulation problem with other problems, such as quantum channel discrimination [146, 147].
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## Appendix A

## Qutrit quantum channel simulation

The Choi state for a generalized extreme qutrit channel is

$$
\begin{align*}
& +\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & (\sin b)^{2}(\cos e)^{2} & 0 & 0 & 0 & -\sin b \operatorname{cose} e \sin d \sin f & \sin b \cos e \sin a & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\sin b \cos e \sin d \sin f & 0 & 0 & 0 & (\sin d)^{2}(\sin f)^{2} & \sin a \sin d \sin f & 0 & 0 \\
0 & \sin b \cos e \sin a & 0 & 0 & 0 & \sin a \sin d \sin f & (\sin a)^{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)  \tag{A.1}\\
& +\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & (\sin d)^{2}(\cos f)^{2} & \cos a \sin c \sin d \cos f & 0 & 0 & 0 & \sin b \sin e \sin d \cos f & 0 \\
0 & 0 & \cos a \sin c \sin d \cos f & (\cos a)^{2}(\sin c)^{2} & 0 & 0 & 0 & \sin b \sin e \cos a \sin c & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sin b \sin e \sin d \cos f & \sin b \sin e \cos a \sin c & 0 & 0 & 0 & (\sin b)^{2}(\sin e)^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)  \tag{A.2}\\
& \equiv\left(\begin{array}{ccc}
A_{1} & C_{12} & C_{13} \\
C_{21} & A_{2} & C_{23} \\
C_{31} & C_{32} & A_{3}
\end{array}\right) \text {, } \tag{A.3}
\end{align*}
$$

with $C_{12}=\sqrt{A_{1}} U \sqrt{A_{2}}, C_{23}=\sqrt{A_{2}} V \sqrt{A_{3}}, C_{13}=\sqrt{A_{1}} U V \sqrt{A_{3}}$, and

$$
\begin{align*}
& U=\left(\begin{array}{ccc}
0 & \frac{\cos a \cos b \cos c}{|\cos a \cos b||\cos c|} & 0 \\
0 & 0 & -\frac{\sin b \cos e \sin d \sin f}{|\sin b \cos e||\sin d \sin f|} \\
\frac{\cos a \sin c \sin d \cos f}{|\cos a \sin c||\sin d \cos f|} & 0 & 0
\end{array}\right)  \tag{A.4}\\
& V=\left(\begin{array}{ccc}
0 & \frac{\cos a \sin c \sin b \sin e}{|\cos a \sin c||\sin b \sin e|} & 0 \\
0 & 0 & \frac{\cos b \cos d}{|\cos b| \cos d \mid} \\
0 & 0 & 0
\end{array}\right) \tag{A.5}
\end{align*}
$$

For instance, when the parameters in the absolute values are positive,

$$
U=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{A.6}\\
0 & 0 & -1 \\
1 & 0 & 0
\end{array}\right), V=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

The quantum circuit $U_{\text {qut }}$ takes the form in Eq. A.7).
The state $\rho_{\mathrm{SA}}$ takes the form in Eq. A.8).
We also checked the case for a mixed initial system state

$$
\rho=\left(\begin{array}{lll}
p_{0} & p_{01} & p_{02}  \tag{A.9}\\
p_{10} & p_{1} & p_{12} \\
p_{20} & p_{21} & p_{2}
\end{array}\right) .
$$

The Kraus operator $F_{0}$ acts on system state resulting in

$$
F_{0} \rho F_{0}^{\dagger}=\left(\begin{array}{lll}
p_{0} \cos a^{2} \cos c^{2} & p_{01} \cos a \cos b \cos c & p_{02} \cos a \cos c \cos d  \tag{A.10}\\
p_{10} \cos a \cos b \cos c & p_{1} \cos b^{2} & p_{12} \cos b \cos d \\
p_{20} \cos a \cos c \cos d & p_{21} \cos b \cos d & p_{2} \cos d^{2}
\end{array}\right)
$$

which is the same with the projection $|0\rangle\langle 0|$ on the state $\rho_{\mathrm{SA}}$.
The Kraus operator $F_{1}$ acts on system state resulting in

$$
F_{1} \rho F_{1}^{\dagger}=\left(\begin{array}{lll}
p_{1} \cos e^{2} \sin b^{2} & -p_{12} \cos e \sin b \sin d \sin f & p_{10} \cos e \sin a \sin b  \tag{A.11}\\
-p_{21} \cos e \sin b \sin d \sin f & p_{2} \sin d^{2} \sin f^{2} & -p_{20} \sin a \sin d \sin f \\
p_{01} \cos e \sin a \sin b & -p_{02} \sin a \sin d \sin f & p_{0} \sin a^{2}
\end{array}\right)
$$



$$
\rho_{\mathrm{SA}}=U_{\mathrm{qut}}(\rho \otimes|0\rangle\langle 0|) U_{\mathrm{qut}}^{\dagger}
$$

| $-w x \cos a \cos c \sin d \sin f$ | $x^{2} \cos a^{2} \cos c \sin c$ | $w x \cos a \cos c \cos d$ | $x^{2} \cos a \cos c \sin a$ | $x y \cos a \cos c \sin b \sin e$ |
| :--- | :--- | :--- | :--- | :--- |
| $-w y \cos e \sin b \sin d \sin f$ | $x y \cos a \cos e \sin b \sin c$ | $w y \cos d \cos e \sin b$ | $x y \cos e \sin a \sin b$ | $y^{2} \cos e \sin b^{2} \sin e$ |
| $-w^{2} \cos f \sin d^{2} \sin f$ | $w x \cos a \cos f \sin c \sin d$ | $w^{2} \cos d \cos f \sin d$ | $w x \cos f \sin a \sin d$ | $w y \cos f \sin b \sin d \sin e$ |
| $-w y \cos b \sin d \sin f$ | $x y \cos a \cos b \sin c$ | $w y \cos b \cos d$ | $x y \cos b \sin a$ | $y^{2} \cos b \sin b \sin e$ |
| $w^{2} \sin d^{2} \sin f^{2}$ | $-w x \cos a \sin c \sin d \sin f$ | $-w^{2} \cos d \sin d \sin f$ | $-w x \sin a \sin d \sin f$ | $-w y \sin b \sin d \sin e \sin f$ |
| $-w x \cos a \sin c \sin d \sin f$ | $x^{2} \cos a^{2} \sin c^{2}$ | $w x \cos a \cos d \sin c$ | $x^{2} \cos a \sin a \sin c$ | $x y \cos a \sin b \sin c \sin e$ |
| $-w^{2} \cos d \sin d \sin f$ | $w x \cos a \cos d \sin c$ | $w^{2} \cos d^{2}$ | $w x \cos d \sin a$ | $w y \cos d \sin b \sin e$ |
| $-w x \sin a \sin d \sin f$ | $x^{2} \cos a \sin a \sin c$ | $w x \cos d \sin a$ | $x^{2} \sin a^{2}$ | $x y \sin a \sin b \sin e$ |
| $-w y \sin b \sin d \sin e \sin f$ | $x y \cos a \sin b \sin c \sin e$ | $w y \cos d \sin b \sin e$ | $x y \sin a \sin b \sin e$ | $y^{2} \sin b^{2} \sin e^{2}$ |

which is the same with the projection $|1\rangle\langle 1|$ on the state $\rho_{\mathrm{SA}}$.
The Kraus operator $F_{2}$ acts on system state resulting in

$$
F_{2} \rho F_{2}^{\dagger}=\left(\begin{array}{lll}
p_{2} \cos f^{2} \sin d^{2} & p_{20} \cos a \cos f \sin c \sin d & p_{21} \cos f \sin b \sin d \sin e  \tag{A.12}\\
p_{02} \cos a \cos f \sin c \sin d & p_{0} \cos a^{2} \sin c^{2} & p_{01} \cos a \sin b \sin c \sin e \\
p_{12} \cos f \sin b \sin d \sin e & p_{10} \cos a \sin b \sin c \sin e & p_{1} \sin b^{2} \sin e^{2}
\end{array}\right)
$$

which is the same with the projection $|2\rangle\langle 2|$ on the state $\rho_{\mathrm{SA}}$.
The system state can be initially correlated with another adversary (denoted as D), namely, a qutrit. The initial "system+adversary" state is a two-qutrit state $\rho_{\mathrm{DS}}$ which takes the form

$$
\rho_{\mathrm{DS}}=\left(\begin{array}{ccccccccc}
p_{0} & p_{01} & p_{02} & p_{03} & p_{04} & p_{05} & p_{06} & p_{07} & p_{08}  \tag{A.13}\\
p_{10} & p_{1} & p_{12} & p_{13} & p_{14} & p_{15} & p_{16} & p_{17} & p_{18} \\
p_{20} & p_{21} & p_{2} & p_{23} & p_{24} & p_{25} & p_{26} & p_{27} & p_{28} \\
p_{30} & p_{31} & p_{32} & p_{3} & p_{34} & p_{35} & p_{36} & p_{37} & p_{38} \\
p_{40} & p_{41} & p_{42} & p_{43} & p_{4} & p_{45} & p_{46} & p_{47} & p_{48} \\
p_{50} & p_{51} & p_{52} & p_{53} & p_{54} & p_{55} & p_{56} & p_{57} & p_{58} \\
p_{60} & p_{61} & p_{62} & p_{63} & p_{64} & p_{65} & p_{6} & p_{67} & p_{68} \\
p_{70} & p_{71} & p_{72} & p_{73} & p_{74} & p_{75} & p_{76} & p_{7} & p_{78} \\
p_{80} & p_{81} & p_{82} & p_{83} & p_{84} & p_{85} & p_{86} & p_{87} & p_{8}
\end{array}\right) .
$$

The whole final state is

$$
\rho_{\mathrm{DSA}}=\left(\mathbb{1}_{\mathrm{D}} \otimes U_{\mathrm{SA}}\right)\left(\rho_{\mathrm{DS}} \otimes|0\rangle\langle 0|\right)\left(\mathbb{1}_{\mathrm{D}} \otimes U_{\mathrm{SA}}^{\dagger}\right)
$$

Note we have omitted the subscript "qut" on the unitary operator $U_{\text {SA }}$ for simplicity. We also checked that $\langle i| \rho_{\mathrm{DSA}}|i\rangle=\left(\mathbb{1}_{\mathrm{D}} \otimes F_{i}\right) \rho_{\mathrm{DS}}\left(\mathbb{1}_{\mathrm{D}} \otimes F_{i}^{\dagger}\right)$, which means the projection $|i\rangle\langle i|$ on the ancilla is equivalent to the action of $\mathbb{1}_{\mathrm{D}} \otimes F_{i}$ on the system+adversary.

The Choi state for the qutrit channel simulation example is

$$
\mathcal{C}=\left(\begin{array}{rrrrr}
0.3105+0.0000 i & 0.1052+0.0154 i & 0.0394-0.0099 i & 0.0554+0.0013 i & -0.0892-0.0667 i \\
0.1052-0.0154 i & 0.2526+0.0000 i & -0.0174+0.0148 i & 0.0715-0.0388 i & -0.0307-0.0814 i  \tag{A.14}\\
0.0394+0.0099 i & -0.0174-0.0148 i & 0.2473+0.0000 i & 0.0302+0.0637 i & 0.0600+0.0425 i \\
0.0554-0.0013 i & 0.0715+0.0388 i & 0.0302-0.0637 i & 0.2891+0.0000 i & -0.0066-0.0301 i \\
-0.0892+0.0667 i & -0.0307+0.0814 i & 0.0600-0.0425 i & -0.0066+0.0301 i & 0.2667+0.0000 i \\
0.0185-0.0149 i & -0.1021-0.0296 i & 0.0800-0.1476 i & -0.0147-0.0141 i & 0.0816-0.0849 i \\
-0.0070-0.0066 i & -0.0250-0.0841 i & -0.0986-0.0101 i & -0.0501+0.0559 i & -0.0968-0.1558 i \\
-0.1068-0.1226 i & 0.0778+0.0614 i & 0.0475+0.0007 i & 0.1728+0.0571 i & 0.0234+0.0100 i \\
0.1131-0.0192 i & -0.0717-0.0218 i & -0.0440-0.0073 i & 0.1132-0.0481 i & -0.0568+0.0703 i \\
0.0185+0.0149 i & -0.0070+0.0066 i & -0.1068+0.1226 i & 0.1131+0.0192 i \\
-0.1021+0.0296 i & -0.0250+0.0841 i & 0.0778-0.0614 i & -0.0717+0.0218 i & \\
0.0800+0.1476 i & -0.0986+0.0101 i & 0.0475-0.0007 i & -0.0440+0.0073 i & \\
-0.0147+0.0141 i & -0.0501-0.0559 i & 0.1728-0.0571 i & 0.1132+0.0481 i & \\
0.0816+0.0849 i & -0.0968+0.1558 i & 0.0234-0.0100 i & -0.0568-0.0703 i & \\
0.3716+0.0000 i & 0.0306+0.1539 i & -0.1073-0.0026 i & 0.0882+0.0653 i & \\
0.0306-0.1539 i & 0.4004+0.0000 i & -0.0986+0.0147 i & -0.0247-0.0042 i & \\
-0.1073+0.0026 i & -0.0986-0.0147 i & 0.4807+0.0000 i & -0.0641-0.0998 i & \\
0.0882-0.0653 i & -0.0247+0.0042 i & -0.0641+0.0998 i & 0.3811+0.0000 i
\end{array}\right)
$$

The approximate Choi state $\mathcal{C}^{\prime}$ from the simulation is

$$
\mathcal{C}^{\prime}=\left(\begin{array}{cccccc}
0.3103+0.0000 i & 0.1082+0.0119 i & 0.0386-0.0089 i & 0.0559+0.0007 i & -0.0859-0.0676 i \\
0.1082-0.0119 i & 0.2522+0.0000 i & -0.0243+0.0256 i & 0.0726-0.0333 i & -0.0393-0.0777 i  \tag{A.15}\\
0.0386+0.0089 i & -0.0243-0.0256 i & 0.2520+0.0000 i & 0.0309+0.0603 i & 0.0645+0.0313 i \\
0.0559-0.0007 i & 0.0726+0.0333 i & 0.0309-0.0603 i & 0.2951+0.0000 i & -0.0095-0.0290 i \\
-0.0859+0.0676 i & -0.0393+0.0777 i & 0.0645-0.0313 i & -0.0095+0.0290 i & 0.2677+0.0000 i \\
0.0207-0.0164 i & -0.0922-0.0272 i & 0.0765-0.1407 i & -0.0133-0.0100 i & 0.0871-0.0753 i \\
-0.0090-0.0044 i & -0.0260-0.0903 i & -0.1034-0.0120 i & -0.0521+0.0552 i & -0.0975-0.1628 i \\
-0.1058-0.1225 i & 0.0797+0.0632 i & 0.0461-0.0006 i & 0.1708+0.0550 i & 0.0246+0.0135 i \\
0.1126-0.0218 i & -0.0676-0.0221 i & -0.0414-0.0107 i & 0.1136-0.0481 i & -0.0505+0.0714 i \\
& & & & & \\
0.0207+0.0164 i & -0.0090+0.0044 i & -0.1058+0.1225 i & 0.1126+0.0218 i & \\
& -0.0922+0.0272 i & -0.0260+0.0903 i & 0.0797-0.0632 i & -0.0676+0.0221 i & \\
0.0765+0.1407 i & -0.1034+0.0120 i & 0.0461+0.0006 i & -0.0414+0.0107 i & \\
& -0.0133+0.0100 i & -0.0521-0.0552 i & 0.1708-0.0550 i & 0.1136+0.0481 i & \\
0.0871+0.0753 i & -0.0975+0.1628 i & 0.0246-0.0135 i & -0.0505-0.0714 i
\end{array}\right) .
$$

For the block-matrix form (3.41), the followings matrices are obtained from the simulation. For $\mathcal{C}_{1}^{\mathrm{g}}$,

$$
\begin{gather*}
U_{12}=\left(\begin{array}{ccc}
0.6447+0.4127 i & 0.0355-0.6373 i & -0.0145+0.0800 i \\
-0.5466-0.1318 i & -0.2428-0.6346 i & -0.4684+0.0530 i \\
-0.1571-0.2705 i & 0.2678-0.2434 i & 0.5297+0.7005 i
\end{array}\right),  \tag{A.16a}\\
U_{13}=\left(\begin{array}{ccc}
0.0547-0.0727 i & 0.7935+0.3901 i & 0.0457+0.4559 i \\
0.1883+0.2699 i & 0.4069-0.2137 i & -0.7012-0.4346 i \\
-0.1225+0.9319 i & -0.0702-0.0457 i & 0.1043+0.3141 i
\end{array}\right),  \tag{A.16b}\\
U_{23}=\left(\begin{array}{ccc}
-0.3661-0.3717 i & 0.5018+0.0826 i & 0.5568+0.3990 i \\
-0.4284+0.3060 i & -0.1913+0.8002 i & 0.1086-0.1846 i \\
0.5074+0.4397 i & -0.2514+0.0344 i & 0.6164+0.3239 i
\end{array}\right) \tag{A.16c}
\end{gather*}
$$

and $U_{13}=U_{12} U_{23}$ holds.
For $\mathcal{C}_{2}^{\mathrm{g}}$,

$$
\begin{gather*}
U_{12}=\left(\begin{array}{ccc}
0.0809+0.3094 i & -0.8235+0.2156 i & 0.3801+0.1690 i \\
0.3137-0.2927 i & -0.1586+0.2900 i & -0.5990+0.5898 i \\
0.4114+0.7378 i & 0.4051-0.0435 i & 0.0625+0.3413 i
\end{array}\right),  \tag{A.17a}\\
U_{13}=\left(\begin{array}{ccc}
-0.4679-0.2075 i & -0.7440+0.3210 i & 0.2854+0.0073 i \\
-0.8432-0.0240 i & 0.3609-0.2833 i & -0.1467+0.2375 i \\
-0.1406+0.0813 i & -0.2610-0.2547 i & -0.5468-0.7359 i
\end{array}\right),  \tag{A.17b}\\
U_{23}=\left(\begin{array}{ccc}
-0.3574+0.0108 i & -0.0601+0.3608 i & -0.8581+0.0446 i \\
0.4069+0.5470 i & 0.4478-0.2782 i & -0.3309-0.3846 i \\
0.2969+0.5650 i & -0.7150+0.2777 i & 0.0523+0.0394 i
\end{array}\right), \tag{A.17c}
\end{gather*}
$$

and $U_{13}=U_{12} U_{23}$ holds.

For $\mathcal{C}_{3}^{\mathrm{g}}$,

$$
\begin{align*}
& U_{12}=\left(\begin{array}{rrr}
-0.2497-0.3598 i & -0.2683+0.1669 i & -0.0001-0.8416 i \\
-0.2315-0.0241 i & 0.2404-0.9128 i & -0.1515-0.1787 i \\
-0.6432+0.5834 i & 0.0382+0.0880 i & 0.4837-0.0533 i
\end{array}\right),  \tag{A.18a}\\
& U_{13}=\left(\begin{array}{lll}
0.0381+0.0587 i & -0.6987+0.6269 i & 0.3135-0.1249 i \\
0.3836+0.6633 i & -0.1680+0.0308 i & -0.6187-0.0296 i \\
-0.6370-0.0467 i & -0.0744+0.2900 i & -0.4371+0.5580 i
\end{array}\right),  \tag{A.18b}\\
& U_{23}=\left(\begin{array}{ccc}
0.2470+0.2564 i & 0.2041-0.5622 i & 0.7172+0.0320 i \\
-0.5421+0.5418 i & 0.2462-0.1799 i & -0.1943-0.5309 i \\
-0.5317-0.0564 i & -0.5591-0.4865 i & -0.0370+0.4044 i
\end{array}\right), \tag{A.18c}
\end{align*}
$$

and $U_{13}=U_{12} U_{23}$ holds.

## Appendix B

## Extreme two-qubit quantum channel in Pauli basis

The unitary operator $U_{\text {twoqub }}$ in Heisenberg-Weyl basis is shown in Eq. (B.1).
Switching from Heisenberg-Weyl basis to Pauli basis, we only need to change the permutation gates. In tensor-product of Pauli basis $\left\{\sigma_{i} \otimes \sigma_{j}\right\}(i, j=0,1,2,3)$, the four Kraus operators for the generalized extreme two-qubit channel are

$$
\begin{align*}
& F_{0}=\left(\begin{array}{cccc}
\cos a \cos c \cos g & 0 & 0 & 0 \\
0 & \cos b & 0 & 0 \\
0 & 0 & \cos d & 0 \\
0 & 0 & 0 & \cos h
\end{array}\right),  \tag{B.2a}\\
& F_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & -\sin h \sin q \\
0 & 0 & -\sin d \sin f & 0 \\
0 & \sin b \cos e \cos p & 0 & 0 \\
\sin a & 0 & 0 & 0
\end{array}\right),  \tag{B.2b}\\
& F_{2}=\left(\begin{array}{cccc}
0 & 0 & \sin d \cos f \cos s & 0 \\
0 & 0 & 0 & -\sin h \cos q \sin t \\
\cos a \sin c & 0 & 0 & 0 \\
0 & \sin b \sin e & 0 & 0
\end{array}\right),  \tag{B.2c}\\
& F_{3}=\left(\begin{array}{cccc}
0 & \sin b \cos e \sin p & 0 & 0 \\
\cos a \cos c \sin g & 0 & 0 & 0 \\
0 & 0 & 0 & \sin h \cos q \cos t \\
0 & 0 & \sin d \cos f \sin s & 0
\end{array}\right) . \tag{B.2d}
\end{align*}
$$



The generalized extreme Choi state takes the form

$$
\mathcal{C}_{\text {twoqub }}=\left(\begin{array}{cccc}
A_{1} & C_{12} & C_{13} & C_{14} \\
C_{21} & A_{2} & C_{23} & C_{24} \\
C_{31} & C_{32} & A_{3} & C_{34} \\
C_{41} & C_{42} & C_{43} & A_{4}
\end{array}\right),
$$

with

$$
\begin{align*}
& C_{12}=\sqrt{A_{1}} U \sqrt{A_{2}}, C_{13}=\sqrt{A_{1}} U V \sqrt{A_{3}}, C_{14}=\sqrt{A_{1}} U V W \sqrt{A_{4}}  \tag{B.3}\\
& C_{23}=\sqrt{A_{2}} V \sqrt{A_{3}}, C_{24}=\sqrt{A_{2}} V W \sqrt{A_{4}}, C_{34}=\sqrt{A_{3}} W \sqrt{A_{4}} . \tag{B.4}
\end{align*}
$$

The permutation (ignoring the sign) operators are

$$
U=\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{B.5}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right), V=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), W=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right) .
$$

The unitary circuit for a generalized extreme channel takes the form

$$
\begin{align*}
U_{\text {twoqub }}^{\prime}:= & C X_{3} C X_{2} C X_{1} M_{32}(n, m) M_{31}(q, p) M_{30}(h, g) \\
& M_{21}(f, e) M_{20}(d, c) M_{10}(b, a), \tag{B.6}
\end{align*}
$$

The permutation gates in the controlled-permutation gates are

$$
X_{1}=\left(\begin{array}{llll}
0 & 0 & 0 & 1  \tag{B.7}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), X_{2}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), X_{3}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

Using notation for permutation, $X_{1}=(03)(12), X_{2}=(02)(13)$, and $X_{3}=(01)(23)$. The unitary operator $U_{\text {twoqub }}^{\prime}$ is shown in Eq. (B.8). The colors (green, red, yellow, blue) indicate the corresponding elements come from Kraus operators $\left(F_{0}, F_{1}, F_{2}, F_{3}\right)$.


## Appendix C

## Algorithm for quantum channel simulation

```
Algorithm 2 Algorithm for qudit quantum channel \(\mathcal{E}\) simulation
Input:
    [ \(\mathcal{E}]\) : bit-string description of the channel
    \(d\) : the qudit dimension
    \(\epsilon\) : the error tolerance
Output:
    \([C]\) : bit-string description of the circuit
    function \(\operatorname{ChaSim}([\mathcal{E}], d, \epsilon)\)
        \([C] \leftarrow \varnothing\). \(\quad \triangleright\) Initializes as the empty-string
        \(U \leftarrow\) Haar-rand- \(S U\left(d^{3}\right)\). \(\quad\) Generate random unitary operator
        \(\begin{array}{ll}\text { for } i=0 \text { to } d^{2}-1 \text { do } & \triangleright \text { Generate Kraus operators } \\ K_{i} \leftarrow\langle i| U|0\rangle .\end{array}\)
        \(\stackrel{\mathcal{E}}{\mathcal{E}}] \leftarrow\left\{K_{i}\right\}\). \(\quad \triangleright\) Generate input channel
        \(\mathcal{C} \leftarrow[\mathcal{E}] . \quad \triangleright\) Convert channel to Choi-Jamiołkowski state \(\mathcal{C}\)
        for \(\imath=1\) to \(d\) do
            \(\vec{p} \leftarrow \operatorname{rand}[0,1]^{\otimes d} . \quad \triangleright\) Generate probability
            \(W^{(\imath)}, V^{(\imath)} \leftarrow\) Haar-rand- \(S U(d) . \quad \triangleright\) Generate random unitary operators
            for \(i=1\) to \(d-1\) do
                for \(j=0\) to \(i-1\) do
                        \(\vec{\theta}^{(2)} \leftarrow 2 \pi \operatorname{rand}[0,1]^{\otimes d^{2}-d} . \quad \triangleright\) Generate rotation angles
                        \(G_{i j}^{(\imath)}\left(\theta_{i j}^{(\imath)}\right) \leftarrow \cos \theta_{i j}^{(i)}(|i\rangle\langle i|+|j\rangle\langle j|)+\sin \theta_{i j}^{(i)}(|j\rangle\langle i|-|i\rangle\langle j|)\).
                        \(C G_{i j}^{(\imath)}\left(\theta_{i j}^{(\imath)}\right) \leftarrow|i\rangle\langle i| \otimes G_{i j}^{(\imath)}\left(\theta_{i j}^{(\imath)}\right)\).
                end for
            end for
            for \(i=1\) to \(d-1\) do
                \(X_{i} \leftarrow \sum_{\ell=0}^{d-1}|\ell\rangle\langle\ell+i|\).
                    \(C X_{i} \leftarrow X_{i} \otimes|i\rangle\langle i| . \quad \triangleright\) Controlled- \(X_{i}\) gates
            end for
            \(U^{(\imath)} \leftarrow \prod_{i=1}^{d-1} C X_{i} \prod_{i=d-1}^{1} \prod_{j=i-1}^{0} C G_{i j}^{(\imath)}\left(\theta_{i j}^{(\imath)}\right) C G_{j i}^{(\imath)}\left(\theta_{j i}^{(\imath)}\right)\).
            for \(i=0\) to \(d-1\) do
                    \(F_{i}^{(\imath)} \leftarrow\langle i| U^{(\imath)}|0\rangle\).
                    \(K_{i}^{(\imath)} \leftarrow W^{(\imath)} F_{i}^{(\imath)} V^{(\imath)} . \quad \triangleright\) Kraus operators for each generalized extreme channel
            end for
            \(\mathcal{C}^{(\imath)} \leftarrow\left\{K_{i}^{(\imath)}\right\}\).
        \(\left\{\epsilon^{\prime}, \vec{p}^{\prime}, \overrightarrow{\theta^{(\imath)}}, W^{(\imath)}, V^{(\imath)}\right\} \leftarrow \operatorname{CJ}\left(\mathcal{C}, \epsilon, \vec{p},\left\{\mathcal{C}^{(\imath)}\right\}\right) . \quad \triangleright\) Choi-Jamiołkowski state decomposition
        if \(\epsilon^{\prime}, p^{\prime}, \theta\) then
            return \(U^{(\imath)} \leftarrow \vec{\theta}^{(\imath)}, W^{(\imath)}, V^{(\imath)}\).
            for \(\imath=1\) to \(d\) do
                \(\tilde{W}^{(\imath)}, \tilde{V}^{(\imath)}, \tilde{G}_{i j}^{(\imath)} \leftarrow \operatorname{SK}\left(W^{(\imath)}, V^{(\imath)}, G_{i j}^{(\imath)}, \epsilon\right) . \quad \triangleright\) Solovay-Kitaev algorithm
                    \(\left[C^{(\imath)}\right] \leftarrow \tilde{W}^{(\imath)}, \tilde{V}^{(\imath)}, \tilde{G}_{i j}^{(\imath)} . \quad \triangleright\) Construct the generalized extreme channel circuit
            end for
            return \([C] \leftarrow\left[C^{(1)}\right]\left[C^{(2)}\right] \cdots\left[C^{(d)}\right]\left[\vec{p}^{\prime}\right]\).
        else
            return false.
        end if
    end function
```


[^0]:    ${ }^{1}$ In this thesis by 'unitary' operator we always mean 'special unitary' operator, i.e., we ignore the global overall phase factor.

